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Abstract

Semantic segmentation of large-scale outdoor point

clouds is essential for urban scene understanding in vari-

ous applications, especially autonomous driving and urban

high-definition (HD) mapping. With rapid developments of

mobile laser scanning (MLS) systems, massive point clouds

are available for scene understanding, but publicly acces-

sible large-scale labeled datasets, which are essential for

developing learning-based methods, are still limited. This

paper introduces Toronto-3D, a large-scale urban outdoor

point cloud dataset acquired by a MLS system in Toronto,

Canada for semantic segmentation. This dataset covers ap-

proximately 1 km of point clouds and consists of about 78.3

million points with 8 labeled object classes. Baseline ex-

periments for semantic segmentation were conducted and

the results confirmed the capability of this dataset to train

deep learning models effectively. Toronto-3D is released 1

to encourage new research, and the labels will be improved

and updated with feedback from the research community.

1. Introduction

Accurate and efficient scene perception of urban envi-

ronments are crucial for various applications, including HD

mapping, autonomous driving, 3D model reconstruction,

and smart city [3]. In the past decade, the largest portion of

research in urban mapping is using 2D satellite and airborne

imagery [5, 15], and autonomous driving researches also re-

lied heavily on 2D images captured by digital cameras [24].

Compared with 2D images that are short of georeferenced

1https://github.com/WeikaiTan/Toronto-3D

3D information, 3D point clouds collected by Light Detec-

tion and Ranging (LiDAR) sensors have become desirable

for urban studies [16, 23]. However, point clouds are un-

structured, unordered and are usually in a large volume [20].

Deep learning algorithms have shown advantages tackling

these challenges in point cloud processing in various tasks,

including semantic segmentation [2, 22], object detection

[4, 35], classification [14, 21], and localization [6, 31].

Mobile platforms that integrate MLS sensors, location sen-

sors (e.g. Global Navigation Satellite Systems (GNSS)),

and 2D cameras (e.g. panoramic and digital cameras) are

gaining popularity in urban mapping and autonomous driv-

ing due to the flexibility of data collection [11, 34], but

training effective deep learning models is not feasible with-

out high-quality labels of the point clouds [1]. The de-

velopment of deep learning has always been driven by

high-quality datasets and benchmarks [29]. They allow re-

searchers to focus on improving performance of algorithms

without the hassle of collecting, cleaning and labeling large

amount of data. They also ensure the performance of the

algorithms are comparable with each other.

In this paper, Toronto-3D, a new large-scale urban outdoor

point cloud dataset acquired by a MLS system is presented.

This dataset covers 1km of streets and consists of about 78.3

million points. A sample of the proposed dataset is shown

in Fig. 1. The main contributions of this paper are to:

• present a large-scale point-wise labeled urban outdoor

point cloud dataset for semantic segmentation,

• investigate an integrated network for point cloud se-

mantic segmentation,

• provide an extensive comparison on the performance

of state-of-the-art deep learning semantic segmenta-

tion methods on the proposed dataset.
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Figure 1. Part of our dataset. Top: dataset with natural color (RGB). Bottom: class labels

2. Available point cloud datasets for 3D Seman-

tic Segmentation

With the advancement of LiDAR and RGB-D sensors,

and the development of autonomous driving and 3D vision,

point cloud data has become more and more accessible.

However, such datasets usually have a very large volume of

data and contain lots of noise, making it difficult and time-

consuming to produce high-quality manual labels. Popular

accessible outdoor point cloud datasets for semantic seg-

mentation are as follows:

Oakland 3-D [18] is one of the earliest outdoor point cloud

datasets acquired by a MLS system mounted with a side-

looking SICK LMS sensor. The sensor is a mono-fiber Li-

DAR, and the point density is relatively low. This dataset

contains about 1.6 million points and was labeled into 44

classes. However, only 5 classes: vegetation, wire, pole,

ground, and facade, were evaluated in literature. This

dataset is relatively small so that it is more suitable for de-

veloping and testing lightweight networks.

iQmulus [30] dataset comes from the IQmulus & TerraMo-

bilita Contest acquired by a system called Stereopolis II [19]

in Paris. A monofiber Riegl LMS-Q120i LiDAR was used

to collect the point clouds. The full dataset has over 300

million points labeled into 22 classes, but only a small part

of the dataset of 12 million points in a 200 m range with 8

valid classes was publicly available for the contest dataset.

This dataset suffers unsatisfactory quality of classification

due to occlusion from the monofiber LiDAR sensor and the

annotation process [25].

Semantic3D [8] is collected by terrestrial laser scanners,

and it has much higher point density and accuracy compared

with the other datasets. 8 class labels were included in this

dataset. However, only very limited viewpoints are feasible

for static laser scanners, and similar datasets are not easily

acquired in practice.



Table 1. Recent urban outdoor point cloud datasets for semantic segmentation

Dataset Year Primary fields Length # points
# classes

labeled

# classes

evaluated

LiDAR

Sensor

Oakland [18] 2009 x, y, z, label 1510 m 1.6 M 44 5 SICK LMS

iQmulus [30] 2015

x, y, z, intensity,

GPS time, scan origin,

# echoes, object ID, label

200 m 12 M 22 8
Riegl

LMS-Q120i

Semantic3D [8] 2017
x, y, z, R, G, B,

intensity, label
- 4 B 8 8

Terrestrial

Laser Scanner

Paris-Lille-3D [25] 2018 x, y, z, intensity, label 1940 m 143.1 M 50 9
Velodyne

HDL-32E

SemanticKITTI [1] 2019 x, y, z, intensity, label 39.2 km 4.5 B 28 25
Velodyne

HDL-64E

Toronto-3D (Ours) 2020

x, y, z, R, G, B,

intensity, GPS time,

scan angle rank, label

1000 m 78.3 M 8 8

Teledyne

Optech

Maverick

Paris-Lille-3D [25] is one of the most popular outdoor point

cloud datasets in recent years. The dataset was collected

with a MLS system using Velodyne HDL-32E LiDAR, with

a point density and measurement accuracy closer to point

cloud data acquired by autonomous driving vehicles. The

dataset covers close to 2km with over 140 million points,

and very detailed labels of 50 classes were provided. For

benchmarks, the dataset uses 9 classes for the purpose of

semantic segmentation.

SemanticKITTI [1] is one of the most recent and largest

publicly available datasets serving the purpose of seman-

tic segmentation. The dataset was further annotated on the

widely used KITTI dataset [7]. This dataset contains about

4.5 billion points covering close to 40 km, and it is labeled

by each sequential scan with 25 classes for the evaluation

of semantic segmentation. This dataset is more focused on

algorithms towards autonomous driving.

Development and validation of deep learning algorithms de-

mand more datasets with various object labels. Toronto-3D

is introduced in this paper to provide an additional high-

quality point cloud dataset for 3D semantic segmentation

with new labels. Table 1 shows a comparison of compre-

hensive indicators with the above-mentioned datasets.

3. New dataset: Toronto-3D

3.1. Data acquisition

The point clouds in this dataset were acquired with a

vehicle-mounted MLS system: Teledyne Optech Maver-

ick2. The system consists of a 32-line LiDAR sensor, a La-

dybug 5 panoramic camera, a GNSS system, and a Simul-

taneous Localization and Mapping (SLAM) system. The

2http://www.teledyneoptech.com/en/products/

mobile-survey/maverick/

LiDAR sensor can capture point clouds at up to 700,000

points per second at a vertical field of view covering from

-10◦to +30◦, with an accuracy of better than 3 cm. The col-

lected point clouds were further processed with LMS Pro3

software. Natural color (RGB) was assigned to each point

with reference to the imaging camera.

3.2. Description of the dataset

This dataset was collected on Avenue Road in Toronto,

Canada, covering approximately 1 km of road segment with

approximately 78.3 million points. This dataset is divided

into four sections, and each section covers a range of about

250 m. An overview of the approximate boundary of each

section is illustrated in Fig. 2. This dataset is collected

using a 32-line LiDAR sensor, and the point clouds have

high density of about 1000 points/m2 on the ground on av-

erage. The dataset covers the full range of the MLS sen-

sor of approximately 100 m away from the road centerline

without trimming. Limited post-processing was done to re-

semble real-world point cloud collection scenarios without

trimming far points and resampling.

Each of the four sections of the dataset was saved separately

in .ply files. The point clouds were classified and point-wise

labels were assigned manually using CloudCompare4 soft-

ware. Each point cloud file has the following 10 attributes:

• x, y, z: Position of each point recorded in meters, in

NAD83 / UTM Zone 17N

• R, G, B: Natural color reflectance of red, green, blue of

each point, recorded in integer [0, 255]

• Intensity: LiDAR intensity of each point, normalized

to integer [0, 255]

3https://www.teledyneoptech.com/en/products/

software/lms-pro/
4https://www.cloudcompare.org



Figure 2. Overview of the dataset. Top: Approximate boundary of each section in our dataset (Satellite imagery from Google Maps).
Bottom: Overview of labels (each class in different colors).

� GPS time: GPS time of when each point was collected,
recorded in �oat format

� Scan Angle Rank: Scan angle of each point in degree,
recorded in integer [-13, 31]

� Label: Object class label of each point, recorded in
integer [0, 8]

A sample of the Toronto-3D dataset is shown Fig.1. Simi-
lar to previous datasets, the object class labels were de�ned
as follows:

� Road (label 1): Paved road surfaces, including side-
walks, curbs, parking lots

� Road marking (label 2): Pavement markings including
driving lines, arrows, pedestrian crossings

� Natural (label 3): Trees, shrubs, not including grass
and bare soil

� Building (label 4): Any parts of low and multi-story
buildings, store fronts

� Utility line (label 5): Power lines, telecommunication
lines over the streets

� Pole (label 6): Utility poles, traf�c signs, lamp posts
� Car (label 7): Moving cars and parked cars on road

sides and parking lots
� Fence (label 8): Vertical barriers, including wooden

fences, walls of construction sites
� unclassi�ed (label 0)

A summary of number of points and distribution of labels
in each section is shown in Table2.

3.3. Challenges of Toronto3D

The Toronto-3D dataset is comparable to Paris-Lille-3D
in several aspects. They are both urban outdoor large-scale
scenes collected by a vehicle-mounted MLS system with a
32-line LiDAR. Toronto-3D covers approximately half the
distance of Paris-Lille-3D and includes half the number of
points. They are both labeled with a similar number of
classes for the purpose of semantic segmentation. Different
from Paris-Lille-3D, the Toronto-3D dataset has the follow-
ing characteristics that bring more challenges to effective
point cloud semantic segmentation algorithms.
Full coverage of LiDAR measurement range.The MLS
system that acquired this dataset has a valid measurement
distance of approximately 100 m. Different from Paris-
Lille-3D where only points within approximately 20 m
away from the road centerline are available, Toronto-3D
keeps all collected points within about 100 m without trim-
ming. The full coverage of measurement range of Toronto-
3D resembles point cloud data collection in real-world sce-
narios, and it brings challenges of variations of point density
at different distances, inclusion of more noise, and inclusion
of more objects further away from the sensor.














