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Abstract

Context plays an important role in the saliency predic-

tion task. In this work, we propose a saliency detection

framework that not only extracts visual features but also

models two kinds of context including object-object rela-

tionships within a single image and scene contextual infor-

mation. Specifically, we develop a novel saliency detection

framework with a Contextual Refinement Module (CRM)

which consists of two sub-networks, Object Relation Unit

(ORU) and Scene Context Unit (SCU). ORU encodes the

object-object relationship based on object relative position

and object co-occurrence pattern in an image, by graphi-

cal approach, while SCU incorporates the scene contextual

information of an image. Object Relation Unit (ORU) and

Scene Context Unit (SCU) captures complementary contex-

tual information to give a holistic estimation of salient re-

gions. Extensive experiments show the effectiveness of mod-

elling object relations and scene context in boosting the per-

formance of saliency prediction. In particular, our frame-

work outperforms the state-of-the-art models on challeng-

ing benchmark datasets.

1. Introduction

The goal of salient object detection is to identify the most

visually distinctive object or region in an image, that attracts

human attention. Recently, with the rapid development of

deep learning techniques, progress in the performance of

salient object detection models have been substantial. Ef-

fective deep network architectures for saliency prediction

include adaptive aggregation [40], short connections [9]

among others. Till date, despite significant improvement in

accuracy, saliency detection models have performance con-

straints. In this work, we observe that such performance

constraints are largely mitigated if saliency detection model

makes use of context.

Context refers to circumstances that form the setting of

an event or environment [2]. Image contains rich contextual

information including object relationships and scene con-

Figure 1. State-of-the-art methods, AFNet [7], CPD [32], DSS [9]

fail to segment computer keyboard (first row) and bench against

its background (second row). Our method overcomes such limita-

tions.

text [5]. In an image, contextual information determines the

relative importance of objects in the image, which in turn

determines the saliency of an object [25]. Here, we pro-

pose to explore two types of context to mitigate the perfor-

mance constraints of saliency models: (i) Context in terms

of object-object relationship within a single image. Here,

the object-object relationship refers to the visually observ-

able interaction between a pair of objects or a pair of subject

and an object [44, 34]. (ii) Scene-level contextual informa-

tion in an image. Scene context refers to the surrounding

information around the object of interest [21].

To further support the importance of contextual infor-

mation in saliency prediction, we take the help of two ex-

amples in Fig. 1. In the first row of Fig. 1, the image

demonstrates a computer monitor with its keyboard. It is

observed that competitive methods like AFNet [7], CPD

[32] and DSS [9] detects only the computer screen as a

salient foreground and fails to segment the keyboard. How-

ever, it is quite common for computer and its keyboard to

co-occur in a single image. Therefore, if the object-object

relationship in an image is modelled in terms of object rel-

ative position and object co-occurrence pattern, such fail-

ures can be easily avoided. Proposed model overcomes such

limitations to segment both computer monitor and keyboard

by modelling the relationship between objects in an image.

In the second row of Fig. 1, because of similar physical



appearance (colour) of foreground and background, state-

of-the-art models like AFNet [7], CPD [32] and DSS [9]

fail to detect the bench (whole or in part) against the back-

ground. This is primarily because deep neural network

based saliency frameworks ignore the important scene-level

contextual information and extract features only based on

physical attributes. Our method models the scene contex-

tual information and segments the bench as salient against

its background. Hence, Fig. 1 demonstrates that modelling

two types of context enables our framework to imitate hu-

man vision system better and approach saliency detection

as a reasoning problem (e.g. computer and its keyboard).

In this work, we propose a novel saliency prediction

model with Context Refinement Module (CRM) that re-

fines saliency maps based on contextual information. Our

novel Context Refinement Module has two units: (i) Ob-

ject Relation Unit (ORU), which models the relationship

between objects in an image (ii) Scene Context Unit (SCU),

which captures scene contextual information. Our proposed

framework utilizes VGGNet [45] as its backbone and is

built upon DSS [9] architecture. Obtained side outputs

[9] of the proposed network are rich in features from shal-

lower and deeper layers [9], but lack contextual informa-

tion. To get context rich features, proposed Context Re-

finement Module (CRM) refines these side outputs. Within

CRM, the Object Relation Unit models object-object rela-

tionship by a graphical approach based on object relative

position and object co-occurrence pattern in an image. In

Object Relation Unit, objects in an image are treated as

nodes in a graph and object-object relationship in an im-

age are modelled as edges in the graph. On the other hand,

Scene Context Unit within CRM, models scene contextual

information from an input image to refine network gener-

ated saliency map. SCU utilizes Convolutional Gated Re-

current Unit (Conv-GRU) as memory module for scene con-

text modelling. Object Relation Unit (ORU) and Scene

Context Unit (SCU) in CRM, capture complementary con-

textual information. Context rich saliency maps from ORU

and SCU are fused to generate a final estimation of saliency

regions. It may be noted here that this paper builds on

our previous work [2], that proposes the utilization of only

scene context for saliency modelling.

To summarize, our key contributions are as follows:

(1) We propose a novel Contextual Refinement Module

(CRM) to model image context for accurate saliency de-

tection. Contextual Refinement Module models context in

terms of: (i) Object-object relationship in a single image

with the help of Object Relation Unit (ORU). (ii) Scene

contextual information with the help of Scene Context Unit

(SCU). We further introduce a fusion of complementary

contextual information accumulated from ORU and SCU to

give the final saliency map.

(2) We propose the Object Relation Unit that models the re-

lationship between objects based on object relative position

and object co-occurrence pattern in an image, by a graphi-

cal approach.

(3) To the best of our knowledge, the proposed saliency

framework is the first work reported so far to explore con-

text in terms of object-object relationship.

2. Related Works

2.1. Deep Models for Saliency Detection

Compared to traditional saliency prediction methods

[19, 23], deep neural network based saliency detection mod-

els [28, 41, 10, 36, 38, 13, 4, 31, 27, 15] have achieved

considerable improvement in performance. It may also be

noted here, that this paper focuses solely on saliency de-

tection and not visual attention in an image. Hou et al.

[9] introduce short connection to skip-layer structures in

HED architecture [33] to take advantage of multi-scale and

multi-level features. Feng et al. [7] propose Attentive Feed-

back Modules to explore object structures and Boundary-

Enhanced Loss to further learn the boundaries of salient

objects. Qin et al. [20] introduces a framework composed

of densely supervised Encoder-Decoder network with resid-

ual refinement module and hybrid loss for Boundary-Aware

salient object detection. Wu et al. [32] utilize cascaded par-

tial decoder architecture for saliency prediction. Wang et

al. [30] propose a framework that integrates bottom-up and

top-down saliency inference in an iterative and cooperative

manner. Zhuge et al. [45] introduce Convolutional Guided

Filter and embedding learning architecture to embed initial

saliency map into feature vectors and recursively narrow the

gap between stage-wise prediction and ground truth. While

these deep learning based models achieve considerable ac-

curacy, they ignore context of an image. Ignoring context

constraints performance of saliency prediction models.

2.2. Saliency Detection utilizing Contextual Infor
mation

Contextual information is an important aspect for

saliency detection. Context modelling is also utilized in

various tasks like scene graph generation [34], object de-

tection [16] among others. For the detection of salient re-

gions, Zhao et al. [43], Zhang et al. [40] and Luo et al. [18]

utilize multi-level contexts. Zhang et al. [39] use a symmet-

rical network to learn complementary visual features under

the guidance of lossless feature reflection. It also utilizes

weighted structural loss that integrates location, semantic

and contextual information of salient objects. Guan et al.

[8] propose edge-aware saliency detection method based on

multi-scale pyramid pooling layers and extra boundary in-

formation that preserve sharp boundaries of salient objects

and extract rich global context information. Sayanti et al.



Figure 2. Proposed network overview. (i) Details of Object Relation Unit (ORU). (ii) Details of Scene Context Unit (SCU). (iii) Overview

of proposed saliency prediction framework. Short Connection (grey dashed arrows) are introduced to six side outputs of VGGNet. Context

Refinement Module (CRM) (grey boxes) refines saliency maps by modelling context with the help of ORU and SCU. ORU (yellow box)

is fused with network generated visual features (green box). This is followed by two convolutional layers (pink box) to capture both visual

and contextual features. The output from SCU (blue box) is multiplied with output from convolutional layers (pink boxes). This output

from CRM undergoes weighted fusion. Fusion loss and side loss give accurate saliency predictions.

[2] model scene context with Convolutional GRU. Zhang

et al. [37], Wang et al. [29] and Zhang et al. [42] also ex-

ploit contextual information for image saliency detection.

While these models mostly model contextual information

based on dilated convolutions and multi-scale feature con-

catenation, our proposed model explores context in terms of

object-object relationship and scene contextual information.

Difference from saliency deep networks utilizing contex-

tual information: While our previous work [2] propose the

utilization of only scene context, a crucial distinction from

[2] is that we propose a saliency prediction method to ex-

plicitly take both object-object relationship and scene con-

text in an image into consideration. To effectively lever-

age the contextual information, our framework proposes a

novel Contextual Refinement Module, that models object-

object relationship with a graphical approach based on the

object relative position and object co-occurrence pattern in

an image. Contextual Refinement Module exploits scene

contextual information with Conv-GRU. Further, fusion of

this complementary contextual information gives a holistic

estimation of saliency regions.

3. Our Approach

Image contains rich contextual information including ob-

ject relationships and scene context [5]. Our objective is

to improve saliency detection by utilizing image contex-

tual information. We propose a saliency prediction architec-

ture comprising novel Context Refinement Module (CRM).

CRM consists of (i) Object Relation Unit (ORU) to explore

context based on object-object relationship and (ii) Scene

Context Unit (SCU) to model scene contextual information.

Following sub-sections provide more details.

3.1. Object Relation Unit

We leverage context in terms of object relative position

and object co-occurrence pattern in an image for accurate

saliency detection. However, to capture such the relation-

ship between objects in an image, we need visual and spa-

tial features of objects in an image. This is challenging be-

cause objects may appear at different locations in an image,

with arbitrary size and scale. Addressing these constraints,

we propose the utilization of Faster R-CNN [22] to obtain

features of objects in an image. Faster R-CNN is a state-

of-the-art object detector, that is also computationally less

expensive [22].

Object Relation Unit utilizes Faster R-CNN to produce

features of objects in an image, as shown in Fig. 2(i). Re-

gion Proposal Network [22] of Faster R-CNN gives region

proposals that might contain objects. Further, we use Non-

Maximum Suppression [6] to choose a fixed number of Re-



gion of Interests (ROIs). Here, the fixed number of Region

of Interests for an image is 256 [17]. For each obtained Re-

gion of Interest, vi, ROI pooling layer followed by a fully

connected layer, gives a fixed size visual feature map, fv
i .

Further, to model the object-object relationship in an image,

we propose a graphical approach.

Graphical Modelling: At this juncture, we construct a

graph G = (V,E), such that every v ∈ V represent an

object node and edge e ∈ E represents the relationship

between each pair of the object nodes. For computing the

directed edge ej→i, from node vj to vi, we utilize visual

and spatial features of vj and vi. Obtained ej→i is scalar

and represents the influence of vj on vi. As in [17], we

compute ej→i as:

ej→i = tanh(Wv[f
v
i , f

v
j ]) ∗ relu(WpR

p
j→i) (1)

where, Wp and Wv are learnable weight matrices. fv
i and

fv
j represent visual features of nodes i and j respectively.

R
p
j→i denotes the spatial position relationship between

node i and j and is calculated as [17]:

R
p
j→i = [wi, hi, si, wj , hj , sj ,

(xi − xj)

wj

,
(yi − yj)

hj

,

(xi − xj)
2

w2

j

,
(yi − yj)

2

h2

j

, log(
wi

wj

), log(
hi

hj

)]

(2)

where wi, hi are the width and height of the i-th ROI,

(xi, yi) is the centre of i-th ROI and si is the area of i-th

ROI. Here ej→i represents the object-object relationship.

As seen in equation 1, it is reasonable that the object-object

relationship, ej→i is determined by the visual cues, fv
i &

fv
j , and relative object position, R

p
j→i

of the object nodes,

vi and vj . Thus, ej→i forms a matrix of dimension, (num-

ber of ROI × number of ROI), for a given image. This

forms the output of Object Relation Unit. We further com-

bine this matrix representing the relationship between the

object nodes with network generated features to capture the

fine details of salient objects in an image, as detailed in Sec-

tion 3.3.

3.2. Scene Context Unit

Scene Context Unit (SCU) models context in terms of

contextual information of scene for accurate salient ob-

ject detection. SCU utilizes Convolutional Gated Recurrent

Unit (Conv-GRU) [1] as a memory module to accumulate

scene contextual information of an image. Here, we use

Conv-GRU instead of Gated Recurrent Unit because [1]: (i)

GRU directly applied on images, ignores strong local cor-

relation among pixels of image feature maps. (ii) GRU re-

quires more parameters to be processed than Conv-GRU.

Figure 2(ii) shows the layout of the Scene Context Unit.

Here, unlike other recurrent network based models, SCU

doesn’t initialize hidden state as a random or empty vector

[2], instead, SCU utilizes network generated side outputs as

the initial hidden state. As in [2], image features (i.e., Conv

1 2 layer features from the proposed network) is fed as SCU

input. This enables SCU that comprises of a Convolutional

GRU, to refine the network generated saliency map based

on scene context learnt from input image features. Conv-

GRU output is fed as the updated initial state, at the next

time step. However, for all time steps, the SCU input re-

mains the same [2]. After two such time steps, SCU output

obtained is fed to sigmoid and then fused with SCU input

by multiplication to generate the scene-context rich saliency

map, as shown in Fig. 2(ii). The number of time steps is

chosen empirically [2]. The output of SCU is further fused

with Object Relation Unit output, to give the final saliency

estimation, as described in Section 3.3.

3.3. Saliency Prediction Framework

Our proposed saliency prediction network uses VGG-16

[45] as its backbone. Our network is built upon DSS [9]

architecture, that takes full advantage of the multi-scale and

multi-level features from both the deeper and shallower lay-

ers of the network. Our proposed architecture is illustrated

in Figure 2(iii). Short connections [9] to side outputs of VG-

GNet are introduced (indicated by the grey dashed arrows

in Fig. 2(iii)). This allows concatenation of multi-scale fea-

tures and gives output maps of dimension 256× 256 [9].

Further to refine the maps and incorporate contextual in-

formation, we utilize our proposed Contextual Refinement

Module (CRM) on each of the six side outputs, as indicated

in Fig. 2(iii). Proposed Contextual Refinement Module has

two parts: (i) Object Relation Unit (ORU), which captures

the object-object relationship in an image, as detailed in

Section 3.1. (ii) Scene Context Unit (SCU), which incorpo-

rates the scene contextual information as detailed in Section

3.2.

Object Relation Unit outputs a matrix of dimension

256 × 256, given the number of ROIs or object nodes for

any given image is 256. This matrix represents the rela-

tionship between object nodes in an image. We concatenate

this matrix (illustrated as yellow boxes in Fig. 2(iii)) with

the network generated side outputs (green boxes shown in

Fig. 2(iii)) to capture both visual features and contextual in-

formation in terms of object relationship. This is followed

by two Convolutional layers (pink boxes as shown in Fig.

2(iii)) and a sigmoid layer to give a holistic estimation of

salient objects in an image. Further, this saliency map is

fused with the output map from SCU, both of dimension

256 × 256, by multiplication operation, to give context rich

saliency maps. These context rich saliency maps of dimen-

sion 256 × 256 forms the output of the Contextual Refine-



Table 1. Quantitative comparison with state-of-the arts in terms of Fβ and MAE on standard saliency datasets. Three best performing

models are shown in RED, GREEN and BLUE respectively for each dataset. MAE: lower the better and Fβ : higher the better

Methods HKU-IS DUTS ECSSD DUT-OMORON PASCAL-S

Name Year Fβ MAE Fβ MAE Fβ MAE Fβ MAE Fβ MAE

OURS - 0.933 0.030 0.862 0.042 0.966 0.030 0.798 0.053 0.866 0.070

AFNet[7] CVPR-19 0.923 0.036 0.862 0.046 0.935 0.042 0.797 0.057 0.868 0.071

BASNet[20] CVPR-19 0.928 0.032 0.860 0.050 0.942 0.037 0.805 0.056 0.854 0.076

CPD[32] CVPR-19 0.924 0.033 0.864 0.043 0.936 0.040 0.794 0.057 0.866 0.074

ICTB[30] CVPR-19 0.920 0.030 0.832 0.045 0.923 0.041 0.772 0.055 0.849 0.072

DEFNet[45] AAAI-19 0.907 0.033 0.821 0.045 0.915 0.036 0.769 0.062 0.826 0.070

CTUNet[2] ICONIP-19 0.932 0.034 0.833 0.047 0.938 0.042 0.788 0.054 0.859 0.073

DSS[9] PAMI-19 0.913 0.039 0.791 0.056 0.915 0.052 0.729 0.066 0.830 0.080

SFCN[39] TIP-19 0.906 0.035 0.742 0.062 0.911 0.042 0.718 0.064 0.813 0.732

ECN[8] SPL-19 0.879 0.036 0.785 0.047 0.901 0.044 - - 0.812 0.075

ASNet[31] CVPR-18 0.920 0.035 0.831 0.060 0.928 0.043 - - 0.857 0.072

DGRL[29] CVPR-18 0.882 0.037 0.768 0.051 0.903 0.045 0.709 0.063 0.868 0.079

BDMP[37] CVPR-18 0.920 0.038 0.850 0.049 0.928 0.044 0.692 0.064 0.862 0.074

PAGRN[42] CVPR-18 0.886 0.048 0.788 0.055 0.891 0.064 0.711 0.072 0.803 0.092

CKT[13] ECCV-18 0.896 0.048 0.807 0.062 0.910 0.054 0.757 0.071 0.846 0.081

RA[4] ECCV-18 0.913 0.045 0.831 0.058 0.918 0.059 0.786 0.062 0.834 0.104

LPSD[36] CVPR-18 0.899 0.039 0.787 0.059 0.908 0.049 0.780 0.060 0.811 0.091

LFR[38] IJCAI-18 0.875 0.039 0.716 0.083 0.880 0.052 0.696 0.086 0.772 0.105

SRM[28] ICCV-17 0.873 0.046 0.757 0.058 0.892 0.054 0.707 0.069 0.801 0.085

ment Module. Contextual Refinement Module output, as

illustrated by the blue dashed arrows in Fig. 2(iii), under-

goes weighted fusion [9] to give saliency estimation. To

further preserve boundary information and improve spatial

coherence, we utilize fully connected Conditional Random

Field (CRF) [11] to obtain the final saliency map output.

Training with deep supervision: As in [33] and [9], we

use Cross entropy loss at side output layers after Context

Refinement Module and fusion layer of the proposed frame-

work, as illustrated in Fig. 2(iii). The overall loss function,

L̃final is defined as [9]:

L̃final (fw, s,W, w̃) = L̃side (s,W, w̃)+

L̃fuse (fw, s,W, w̃, )
(3)

where, L̃side is side loss and L̃fuse is fusion loss as de-

fined in [9]. w̃ are side output weights, s is short connec-

tion weights within side outputs, W are the collection of

network layer parameters and fw is the fusion weight.

4. Experimental Results and Analyses

4.1. Implementation Details

Our proposed architecture is trained on DUT-OMRON

dataset [35]. We randomly partition DUT-OMORON

dataset for train and test. We augment the DUT-OMORON

training set of 3500 images by horizontal flipping. Our

framework is optimized with Stochastic Gradient Descend.

Learning Rate is initially set to 0.01 and is reduced every

10 epochs by 10%. Other hyperparameters used in this pa-

per are: weight decay (1e−4), momentum (0.9) and batch

size (8). We use Pytorch library1 and deploy our network

on NVIDIA GTX1080ti GPU with 11 GB RAM.

We use the standard metrics [9]: Mean Absolute Er-

ror (MAE), F measure (β=0.3) and Precision-Recall (PR)

Curve for quantitative evaluation of our proposed frame-

work. Further details of these standard evaluation met-

rics can be found in [3]. We evaluate our framework on

PASCAL-S [14], ECSSD [24], HKU-IS [12], DUTS-TE

(DUTS test set) [26] and DUT-OMORON (partitioned for

testing) [35] saliency datasets.

4.2. Comparison with the stateoftheart frame
works

We compare the performance of our model with 18

state-of-the-art deep-learning based saliency frameworks,

AFNet[7], BASNet[20], CPD[32], ICTB[30], CTUNet[2],

DSS[9], DEFNet[45], SFCN[39], ECN[8], BDMP[37],

DGRL[29], PAGRN[42], LPSD[36], ASNet[31], RA[4],

CKT[13], LFR[38] and SRM[28]. Saliency maps of these

methods are produced by either result published by authors

or by executing source codes provided by them.

Quantitative Comparison: We adopt two metrics, Fβ

1https://pytorch.org



Figure 3. Precision-Recall Curve on ECSSD and HKU-IS datasets

Figure 4. Visual comparison with best performing models. Complexity in images are mentioned.

and MAE to quantitatively compare our approach to the

state-of-the-art frameworks. The quantitative results are

shown in Table 1. As seen, our framework outperforms all

the other state-of-the-art models. The observations from Ta-

ble 1 are as follows: (i) In HKU-IS and ECSSD dataset, our

framework beats other competitive models by a large mar-

gin. It improves the Fβ measure by 2.5% & 0.5% and re-

duces the lowest MAE score by 16% & 6% on ECSSD and

HKU-IS respectively. (ii) In DUTS, DUT-OMORON and

PASCAL-S dataset our framework beats the other existing

methods in MAE metric by 1.4%, 2.3% and 3.6% respec-

tively. (iii) In Fβ measure, our method is beaten by a small

margin of 0.2%, 0.23% and 0.8% by the highest Fβ measure

in DUTS, DUT-OMORON and PASCAL-S datasets respec-

tively.

We also quantitatively compare our framework with

other state-of-the-art approaches in terms of Precision-

Recall (PR) curve. Figure 3 illustrates the PR curve for

HKU-IS and ECSSD, the two challenging saliency datasets.

It may be noted here that our Precision-Recall curve termi-

nates earlier in both datasets due to high confidence (con-

trast) expressed in our saliency maps. Figure 3 shows that

for high recall values (i.e., greater than 0.8), the proposed

method beats the existing saliency models.

Visual Comparison: The visual comparison of our ap-

proach with the competitive models is demonstrated in

Fig. 4. Here, we select images which incorporate a vari-

ety of difficult circumstances, like multiple objects, com-

plex scenes, low contrast, transparent objects and images

with similar appearance between foreground and back-

ground, from standard saliency datasets. We compare our

results only with the six best performing methods (i.e.,

AFNet[7], BASNet[20], CPD[32], ICTB[30], DSS[9] and

DGRL[29]). Results of [45] could not be included here

because its source codes or saliency maps are not publicly

available.



Table 2. Computation time comparison with competitive models

Models Ours AFNet[7] BASNet[20] CPD[32] DSS[9] DGRL[29]

Time(sec) 0.08 0.03 0.04 0.02 0.05 0.20

Table 3. Ablation study of proposed framework. We change one component at a time, to assess the individual contributions

Methods ECSSD HKU-IS DUTS

Fβ MAE Fβ MAE Fβ MAE

With Contextual Refinement Module 0.966 0.030 0.933 0.030 0.862 0.042

w/o Object Relation Unit 0.938 0.042 0.932 0.034 0.833 0.047

w/o Scene Context Unit 0.951 0.040 0.931 0.031 0.849 0.045

w/o Contextual Refinement Module 0.915 0.052 0.913 0.039 0.791 0.056

Figure 5. A case of failure of our framework

For multiple objects (first two rows of Fig. 4), our

method gives result closest to the ground truth (GT). In the

first row, all competing models detect only the blue car, be-

cause of its physical appearance (colour) and fail to segment

people standing close to this car. In contrast, our method

detects both the blue car and people standing close to it. In

images with complex scenes and low contrast between fore-

ground and background (third row of Fig. 4), state-of-the-

art models detect part of the background as foreground and

vice-versa. Our model best segments the salient objects in

the image. Our method performs well in detecting transpar-

ent objects (i.e., front windshield of the bikes) in the fourth

row of Fig. 4 compared to the other competing models. In

situations like similar appearance between foreground and

background, our model gives output closest to the ground

truth, as indicated in the fifth row of Fig. 4 and earlier in

the second row of Fig. 1. Our model on average consis-

tently performs the best in all difficult circumstances in Fig.

4. Our framework, in contrast to the competing models, is

capable of modelling context in terms of object-object rela-

tionship and scene contextual information, that helps to lo-

cate the salient regions in an image. Computation Time: We

compare our average computation time with best perform-

ing models (i.e., AFNet[7], BASNet[20], CPD[32], DSS[9]

and DGRL[29]). Table 2 shows that our computation time

is comparable with other state-of-the-art frameworks.

4.3. Analysis of the proposed architecture

Contextual Refinement Module effectiveness: We an-

alyze the contribution of each component of the Contextual

Refinement Module, i.e., Scene Context Unit and Object

Relation Unit, by ablation experiments. From Table 3, we

observe that our proposed Contextual Refinement Module

increases Fβ by 5.5% and reduces MAE by 30% on aver-

age for the three datasets. We observe that the Scene Con-

text Unit boosts the performance by 3.2% & 17.3% in Fβ

and MAE respectively and Object Relation Unit enhances

the performance by 4.3% & 20.6% in Fβ and MAE on av-

erage in three datasets. Similar results are also observed

in DUT-OMORON and PASCAL-S datasets. The accuracy

and efficiency of Context Refinement Module outperform

the other cases considered in Table 3, which validates the

effectiveness of the proposed framework.

Failure Case: In this section, we analyse failure cases

for our framework. One such failure case where models

(our proposed framework, as well as state-of-the-art models

published earlier) fail is shown in Fig. 5. It is seen that our

model fails to detect the shadow in an image that demon-

strates low contrast between foreground and background.

Training our model with more complex scenes and low con-

trast images can substantially improve the performance of

our model in such cases.

5. Conclusion

We propose a novel architecture that utilizes two kinds

of context including object-object relationship within an

image and scene contextual information. We design Con-

text Refinement Module comprising of: (i) Object Relation

Unit, to model the relationship between objects in an image

based on object relative position and object co-occurrence

pattern, by graphical approach (ii) Scene Context Unit, to

explore scene contextual information in an image with Con-

volutional Gated Recurrent Unit. This is the first-ever work

that utilizes context in terms of both the relationship be-

tween objects and scene context for efficient saliency detec-

tion. Experiments demonstrate that our model outperforms



state-of-the-art saliency prediction frameworks.
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