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Abstract

Training image pairs are unavailable generally in real-

world super-resolution. Although the LR images can be

down-scaled from HR images, some real-world character-

istics (such as artifacts or sensor noise) have been removed

from the degraded images. Therefore, most of state-of-the-

art super-resolved methods often fail in real-world scenes.

In order to address aforementioned problem, we pro-

posed an unsupervised super-resolved solution. The method

can be divided into two stages: domain transformation and

super-resolution. A color-guided domain mapping network

was proposed to alleviate the color shift in domain transfor-

mation process. In particular, we proposed the Color Atten-

tion Residual Block (CARB) as the basic unit of the domain

mapping network. The CARB which can dynamically regu-

late the parameters is driven by input data. Therefore, the

domain mapping network can result in the powerful gener-

alization performance. Moreover, we modified the discrim-

inator of the super-resolution stage so that the network not

only keeps the high frequency features, but also maintain-

s the low frequency features. Finally, we constructed an

EdgeLoss to improve the texture details. Experimental re-

sults show that our solution can achieve a competitive per-

formance on NTIRE 2020 real-world super-resolution chal-

lenge.

1. Introduction

Recovering high resolution (HR) images from low res-

olution (LR) images is called super-resolution (SR), which

is a basic problem in computer vision. We have witnessed

the remarkable development of SR in last years. The e-

mergence of Convolutional Neural Network (CNN) brings

a lot of state-of-the-art methods such as [4, 16, 17, 29, 28].

However, these methods often fail to generate high quality

images in real-world scenes.

The reason for the above problem is that most models

were trained on artificial image pairs. As the LR images

are resulted from a known degradation (e.g. bicubic down-

scaling), the process of SR only recovers the losing details

of the degradation operation rather than the nature images.

Moreover, the bicubic down-scaling removed the character-

istics of real-world images such as artifacts, sensor noise

and other nature characteristics, which makes the training

data so clean [19]. If we directly utilize these degradation

data to train SR model, it cannot work well as the difference

between distributions of training data and those of testing

data.

Faced this challenging problem, while we are not able to

collect the real-world image pairs, the similar domain im-

ages with real-world can be generated by Generative Ad-

versarial Networks (GAN) [10] indirectly. Thereby, many

state-of-the-art algorithms were proposed recently, such as

[6, 19]. However, these methods break the consistency of

color. Although the clean domain images have been trans-

ferred to the real-world domain images, the color shifts will

hamper the SR process. Specifically, the color shifts allow

for partial optimization of the SR network towards color

consistency, rather than just recovering the losing of tex-

ture detail of LR images. As a result, the performance of

the SR network was greatly compromised. The result of SR

not only changes the color of the original image, but also

causes the over-smoothed image.

In order to tackle aforementioned problem, we proposed

a CARB as the basic unit of the domain mapping network.

The CARB which can dynamically regulate the parameters

is driven by another color feature guided network. The color

feature guided network dynamically adjust the parameters

of CABA by extracting the mean and variance of the input

image, so that each image has a color independent distribu-

tion. Therefore, the domain mapping network can maintain

the color consistency and obtain the powerful generalization

performance.

Inspired by the work in [6], we utilized the strategy of

frequency separation. We designed a SR discriminator that

treats the low and high frequency features separately. The

discriminator can ensure the realness and completeness of



Figure 1. The visual results of SR with an upscaling factor of 4, which demonstrates the effectiveness of our proposed method in real-world

SR.

original image, which is critical for many applications such

as medical imaging [9] and surveillance [23].

To further enhance the detail presentation of the SR net-

work, we constructed an EdgeLoss with Canny operator [2]

by detecting the edge of HR and SR. This loss can effective-

ly make the training of SR more edge-oriented, to the point

of getting more edge details that are not normally available

by the usual losses.

All in all, the whole solution can achieve a competitive

performance for real-world images. Some visual results

can be seen in Fig 1. The code is available at https:

//github.com/fzuzyb/2020NTIRE-Guided-F

requency-Separation-Network-for-RWSR.

Our contribution can be summarized as follows:

1. We proposed a domain mapping network consists of

CARB

2. We designed a SR discriminator that can treat the low

and high frequency features separately

3. We constructed an Edgeloss with Canny operator

2. Related work

As we know, the task of SR has always been an ill-posed

problem. It’s received a lot of enthusiastic attention for re-

searchers over years. While there are many classic methods

to solve this problem such as [26, 3, 7, 13], the learning-

based approaches grow explosively with the advent of deep-

learning. Thereby, more and more state-of-the-art methods

continue to emerge. Typically, SRCNN was proposed by

Dong et al. [4, 5] to address the problem, which is an end-

to-end convolutional neural network with supervised lean-

ing and the training data comes from bicubic down-scaling

LR and corresponding HR data. Based on this idea, many

excellent algorithms have been proposed like [12, 15, 1, 28]

to improve the quantitative results. In particular, the pre-

sentation of EDSR [18] make the PSNR metric achieve the

peak.

Nevertheless, the training process usually use L1 or L2

loss, resulting in a lot of high-frequency details being lost.

Thus, the over-smoothed result was outputted, and the vi-

sual quality of SR usually is poor. In order to tackle this

problem, a pioneer work SRGAN [16] was proposed to

produce the significant human visual quality. It introduced

the GAN and perceptual loss in SR model, which yield-

s more photo-realistic results comparing with prior works.

Along this work, [24, 29] was proposed to further increase

the subjective visual perception of the results. Especially

ESRGAN [29] was produced, which brings the subjective

state-of-the-art algorithm to SR. However, aforementioned

methods were limited when faces the real-world dataset like

DPED dataset [11]. If we directly use the LR image that



Figure 2. Degradation of real-world data by bicubic downscaling, which removed the sensor noise. The cropped area can easily to distin-

guish.

was got from the down-scaling HR image to train the S-

R model, which will outputs the poor results. Therefore,

many methods in 2019 AIM challenge [20] was proposed

to tackle this problem. Especially, [19] was proposed by

Lugmayr et al. by utilizing CycleGAN [32]. It can produce

the training data which is similar with the distribution of

real-world. Furthermore, the frequency separation network

was proposed by Fritsche [6], which only uses a GAN to

produce the state-of-the-art performance and proposed fre-

quency separation idea for SR.

Although recent approaches have made significant suc-

cess, the color shifts are inevitable during GAN training.

Therefore, in this paper, we proposed a systematic solu-

tion to alleviate this phenomenon so that the performance

of real-world SR can be further improved.

3. Proposed method

3.1. Overview

As previously stated, the learning-base method is to esti-

mate the mapping from LR to HR with pair data. Unfortu-

nately, it relies on the artificial image pairs. General meth-

ods to make training data is to down-scale from the HR im-

ages, however there is a gap between training data and test-

ing data. Many real-world characteristics are removed such

as sensor noise and artifacts, which can be seen in Fig. 2.

Therefore, we proposed a real-world SR solution in an un-

supervised manner to perform this challenge. Our solution

can be divided two stages: unsupervised SR data generation

stage and supervised SR stage. The overall architecture can

be seen in Fig. 3.

3.2. Problem formulation

In unsupervised SR data generation stage, we let Y de-

notes the domain of real-world HR images. The X denotes

the domain of LR images which down-scales from Y . Z is

the true domain of real-world LR images. We focus on find-

ing a mapping f1 from X to Z to make f1(x) as similar to

z as possible in characteristic while maintains the content,

where x ∈ X , z ∈ Z .

In supervised SR stage, the image pairs are generated by

first stage can be utilized to train SR model. Thereby, we

let the Ẑ denotes the generated domain from X . We need

to find another mapping f2 from Ẑ to Y to make f2(ẑ) as

similar to y as possible, where ẑ ∈ Ẑ , y ∈ Y .

To sum up, as long as we can make Ẑ and Z similar

enough. Ideally Ẑ = Z , the problem can be simplified into

the supervised SR problem.

3.3. Unsupervised SR data generation

Network architecture. In order to implement the do-

main transformation, we adopt the idea of GAN [10]. Es-

pecially, we transfer the LR images by official DSGAN [6]

model. However, there is color shift in the degenerate re-

sults, which can be seen Fig. 6. If we utilize these pair

data to train SR model directly, the results of SR have the

phenomenon of over-smoothed image. After our analysis,

we believe that the reason for this is Instance Normalization

layer lacks a priori about color independence. Therefore,

to address this problem, we add a color-guided network to

dynamically output the image color features which can be

performed with mean and variance so that can be provided

to AdaIN [8]. As the HSV space: S indicates saturation and

it is related to image variance. V indicates value and it is

related to image mean. Therefore, we proposed a genera-

tor Gx→z consisting of two parts, a main network of CARB

units and its corresponding parameter network.

The details of generator can be seen Fig. 4. The top

half of the network is a guided parameter network, to yield

the bias (mean) and weight (variance) of CARB. The bias

is the global information, so we utilize several convolutions

with kernel size of 3 and three global pooling layers with

kernel size of 5 to extract it. After than, the original im-

age subtracts this global information will be fed into the

sigmoid layer. The global information is used as bias, and

the final output value is used as weight for CARB. For the



Figure 3. The overall architecture. the details of generator and discriminator can be seen Fig. 4 and Fig. 5.

CARB, this is a residual block. We combine spatial atten-

tion [30] and AdaIN [8] idea to enhance spatial perception.

Therefore, the content and color of the original image can

be maintained.

The details of discriminator can be seen Fig. 5. We fol-

low the idea of frequency separation [6]. There is a Guas-

sian high-pass filter before several convolution which kernel

size of 3, to extract the high frequency information. This

design allows the discriminator Gz(·) to treat only the high-

frequency part for real and fake image, making the training

of the whole GAN more stable and fast convergent.

For each real-world HR image y, the result of bicubic

down-scaling is x where y ∈ Y , x ∈ X . The Gx→z(x)=ẑ
denotes real-world LR image where ẑ ∈ Ẑ . The ẑ and z

will be fed into Dz(·) to distinguish fake or real.

Loss funcition. In order for the generator to do domain

transfer effectively, we combine three losses, low frequen-

cy loss Llow, perceptual loss Lper and high frequency loss

Lhigh. The low frequency loss is defined as Eq. 1.

Llow =
1

n

n∑

i=1

‖FL(Gx→z(xi))− FL(xi)‖1, (1)

where FL(·) is a Guassian low-pass filter, n is the batchsize,

xi ∈ X

For perceptual loss we use the pre-trained VGG16 net-

work [25], it can be defined as Eq. 2

Lper =
1

n

n∑

i=1

‖FV gg(Gx→z(xi))− FV gg(xi)‖2, (2)

In order enchance the realistic of image, we use the LS-

GAN [22] strategy. Thereby the high frequency loss Lhigh

can be defined as Eq. 3.

Lhigh =
1

n

n∑

i=1

‖Dz(Gx→z(xi))− 1‖2, (3)

Thus, the total loss of generator can be represented in

Eq. 4.

LTGtotal = λt1 ∗ Llow + λt2 ∗ Lper + λt3 ∗ Lhigh, (4)

Finally, the loss of discrimnator is defined as Eq. 5.

LTDtotal =
1

2

n∑

i=1

‖Dz(Gx→z(xi))−0‖2+
1

2

n∑

i=1

‖Dz(z)−1‖2,

(5)



Figure 4. The details of generator

3.4. Supervised SR

Network architecture. After domain transformation,

the generated image ẑ and the y make up the image pairs

for the training of supervised SR. As stated in section 3.2,

we just to solve a mapping f2 from Ẑ to Y . In order to

improve the subjective visual quality, we also use LSGAN

[22]. On the one hand, the generator Gẑ→y only consists of

nine RRDBs [29] which is a network with less computation.

On the other hand, as the generator usually yields fake tex-

ture, we let the discrimnator Dy contains of two networks,

high frequency network and low frequency network so that

not only keeps the high frequency features, but also main-

tains the low frequency features. The network can be seen

Fig. 5.

Loss funcition. In training process of SR, we find the

perceptual loss also bring slight color shift. Unlike [29],

we remove the perception loss and add an Edgeloss which

makes the color consistency to keep well. Therefore, the

total loss of generator consists of content loss Lc, EdgeLoss

Le and adversial loss Ladv . For the content loss, it aims to

maintain the content of the original image, which can be

defined as Eq. 6.

Lc =
1

n

n∑

i=1

‖(Gẑ→y(ẑi))− yi)‖1, (6)

where n is the batchsize, zi ∈ Ẑ generated by Gx→z(·), yi
∈ Y .

For the EdgeLoss, we want to the training process focus

on image edge details, which can enhance the visual quality

effectively . In our solution, we utilize the Canny operator to

extract the edge of yi and Gx→z(·). Thereby, the EdgeLoss

Le can be written as Eq. 7.

Le =
1

n

n∑

i=1

‖FE(Gẑ→y(ẑi))− FE(yi)‖2, (7)

where FE denotes Canny operator, n is the batchsize, zi ∈

Figure 5. The details of discriminator

Ẑ is generated by Gx→z(·), yi ∈ Y .

For the adversial loss, since we use LSGAN strategy, the

adversial loss can be written as Eq. 8.

Ladv =
1

n

n∑

i=1

‖Dy(Gẑ→y(ẑi))− 1‖2, (8)

Thus, the total loss of generator can be written as Eq. 9.

LSGtotal = λs1 ∗ Lc + λs2 ∗ Le + λs3 ∗ Ladv, (9)

Likewise, the total loss of discrimnator can be written as

Eq. 10.

LSDtotal =
1

2

n∑

i=1

‖Dy(Gẑ→y(ẑi))−0‖2+
1

2

n∑

i=1

‖Dz(y)−1‖2,

(10)

4. Results

4.1. Implements detail

The whole network including the unsupervised domain

transformation network and the SR network is implement-

ed using PyTorch 1.1. Firstly, we need to generate the un-

pair data to train domain transformation network, therefore

the real-world HR image y ∈ Y is bicubic down-scaled

with factor of 1/4 so that we can get x. Furthermore,

we crop the x and z to 128×128 patches. The domain

transformation network is trained with 300,000 iterations

and the batch size is 8. The optimizer is Adam [14] with

β1 = 0.5, β2 = 0.999 and the initial learning rate is set 1e-

4. Especially, we set λt1 = 1, λt2 = 0.05, λt3 = 0.05 on a

Nvidia RTX 2080 TI.

After training the domain transformation network, the

image pairs can be generated. We crop the ẑ and y to

120×120 and 480×480 patches so that can improve the

speed of IO. In training process, we randomly crop the LR

patched to 64 × 64. The SR network is also trained 300,000



Figure 6. The qualitative results of domain transformation. The

yellow box is the input data that will be transferred. The green

box is generated by our method. The blue box is generated by

DSGAN [6]. We can see there is color shift in DSGAN [6]. Zoom

in for best view.

iterations and the batch size is 12. The optimizer is Adam

[14] with β1 = 0.9, β2 = 0.999 and the initial learning

rate is set 2e-4. Especially, we set λs1 = 1, λs2 = 0.1,

λs3 = 0.05 on two Nvidia RTX 2080 TI.

4.2. Domain transformation results

To validate the proposed method effectively, we evaluat-

ed the performance of domain transformation network. We

map from x to ẑ. Especially, we randomly sample 10 im-

ages from clean DF2K dataset [29] which is a mergence of

DIV2K [27] and Flickr2K [27]. We down-scale ten images

with factor of 1/4. After that, they will be fed into the gen-

erator Gx→z(·). The final qualitative results can be seen in

Method PSNR ↑ SSIM ↑ LPIPS ↓

ESRGAN 18.64 0.225 0.8174

SDSR 22.73 0.456 0.4384

TDSR 21.59 0.4083 0.4609

Our 29.76 0.8233 0.2764

Table 1. The quantitative results on the DF2K dataset. ↑ denotes

the higher the more similar. Conversely, ↓ represents a lower and

more similar.

Fig. 6. The results of DSGAN [6] is generated by official

model. We can see that DSGAN has color shift for some

images.

4.3. The comparison of super­resolved results

In this section, in order to compare the quantitative re-

sults with the state-of-the-art methods, we randomly sample

10 images from the DF2K dataset as the validation dataset.

The degradation comes from artifacts. Table 1 shows the

quantitative results of PSNR and SSIM metrics. Mean-

while, the LPIPS [31] also was reported to describe the per-

ceptual quality. The visual qualitative results can be seen

Fig. 7. All models for comparison are from the official pre-

trained models.

As Fig. 7, many state-of-the-art algorithms have heavily

artifacts, which also makes their quantitative indicators and

our algorithms have a large gap.

4.4. NTIRE 2020 real­world super­resolution chal­
lenge

NTIRE 2020 real-world super-resolution challenge is di-

vided into two tracks: one is to process the images with

artifacts and the other is to process the smartphone images

[21]. Those images should be super-resolved with an fac-

tor of 4 is the final goal. Our team participated two tracks.

Both Track 1 and Track 2 will utilize Mean Opinion Score

(MOS) as an evaluation metric.

Track 1. For Track 1, since the GT is unknown, we only

provide the comparison of qualitative results with the state-

of-the-art algorithms, which can be seen in Fig. 8.

Track 2. For Track 2, we also provide the comparison

of qualitative results with the state-of-the-art algorithms,

which can be seen in Fig. 9. The SR results using ES-

RGAN [29], SDSR [6] and TDSR [6] have noise or other

unnecessary distortions for real-world images.

4.5. Ablation study

In this section, to evaluate the contribution of differen-

t modules in the systematic solution, we do correspond-

ing experiments. All results are the same as the validation

dataset used in the Section 4.3. We evaluate the method pro-

posed by ourself on following different setting. The quali-

tative results can be seen Fig. 10. The quantitative results



Figure 7. The qualitative results of different methods on DF2K dataset. We compared the state-of-the-art methods, ESRGAN [29], SDSR

[6] and TDSR[6].

Figure 8. The qualitative results of Track 1. We compared the state-of-the-art methods, ESRGAN [29], SDSR [6] and TDSR[6]

can be seen Table. 10.

Bicubic and GAN: This is an standard method which

LR comes from HR using bicubic down-scaling directly,

meanwhile the SR process is trained by GAN. We can see



Figure 9. The qualitative results of Track 2. We compared the

state-of-the-art methods, ESRGAN [29], SDSR [6] and TDSR[6].

the results are heavier distortion.

CARB and GAN: The SR training data is generated by

our domain transformation network. It also uses the stan-

dard GAN. We find there are fake texture.

CARB and GAN-FS: The SR training data is generat-

ed by our domain transformation network, however the dis-

crimnator uses the frequency separation idea. We can see

that the fake texture phenomenon is alleviated, but some

details is lost.

CARB, GAN-FS and EdgeLoss: The SR training data

is generated by our domain transformation network, mean-

while the frequency separation idea and EdgeLoss is com-

bined to enhance the details of edge. We find the results are

Method PSNR ↑ SSIM ↑ LPIPS ↓

Bicubic GAN 18.64 0.225 0.8174

CARB GAN 20.69 0.444 0.3928

CARB GAN-FS 26.44 0.5069 0.4024

CARB GAN-FS EdgeLoss 29.76 0.8233 0.2764

Table 2. This Table reports the quantitative results of SR for dif-

ferent setting. ↑ denotes the higher the more similar. Conversely,

↓ represents a lower and more similar. The specific settings can be

seen in Section 4.5.

Figure 10. This figure reports the qualitative results of SR for dif-

ferent setting. The specific settings can be seen in Section 4.5.

more similar with GT.

5. Conclusion

In this paper, we proposed a CARB as the unit of do-

main transformation network, which can effectively to map

images from a domain to another domain in characteristic

and the content and color will be maintained. Furthermore,

we modified the discrimnator of ESRGAN to distinguish

high frequency and low frequency separation which aims to

accelerate the convergence of training model and maintain

both high frequency and low frequency features. Finally,

the EdgeLoss was constructed to enhance the edge details.

Our systematic solution achieved a significant improvemen-

t. We will investigate how to further improve the realness

of the images in future work.
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