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Abstract

While optical character recognition has attracted con-

siderable interest from researchers in recent times, automat-

ing font identification in printed / scanned documents is still

not a well explored problem. With the increasing variety of

fonts in the open community, identifying the different fonts

used in a given document image can often provide important

visual cues for document understanding. Font identification

is a challenging task owing to smaller inter-class variations

and limited availability of labeled image data for a large va-

riety of font images. In the absence of the original true type

format (ttf) files, even synthetic data generation is not possi-

ble. To this end, we propose to utilize recent few-shot learn-

ing techniques like prototypical networks for font identifica-

tion in scanned / printed document images using character

images from different fonts as input for scarce data scenar-

ios and call the proposed method Font-ProtoNet. This ap-

proach uses an initial set of classes to learn an embedding

and centroid representations (as class prototypes), that are

used to classify novel samples based on euclidean distance.

We demonstrate that Font-ProtoNet gives encouraging re-

sults by training prototypical networks in few-shot learning

settings on a synthetic dataset of 200 font classes and using

the trained network to identify fonts on a synthetic dataset of

100 novel font classes. We have also tested our approach on

the real-world Adobe Visual Font Recognition (AdobeVFR)

dataset and obtained 59.86% and 71.01% word-level accu-

racy of font identification using 1-shot and 5-shot i.e.,1 and

5 character images per font class, respectively.

1. Introduction

In recent decades, automation has taken over every in-

dustry, be it inspection industry, banks, insurance and med-

ical field, etc. One particular area where automation is of

utmost importance and desirable is digitization of scanned

documents like bank application forms, receipts and insur-

ance claim forms [22, 20, 16, 14] to facilitate easy and quick

retrieval and management of information for faster process-

ing. There are many associated tasks in the automatic digi-

tization of scanned documents like printed, handwritten text

recognition and forming key-value pairs to populate fields

of interest like name, address and age etc. Although there

have been numerous works in optical character recogni-

tion for both printed and handwritten text [11, 25, 12, 5],

font identification from document images is still an under-

explored field [4]. Font identification in scanned documents

can prove to be beneficial in document understanding as

there is significant visual structure in the different fonts.

Examples include identifying table or section headers, key-

value pairs with differing fonts for key and value, italicized

or emboldened words for emphasis, as shown in Figure 1.

Moreover, identifying fonts automatically is also required

in the validation of bank debit / credit card designs. An-

other area of application is for users that often take a liking

to a font in an online document and are unable to identify

that font.

Identifying fonts from scanned document images is a

challenging task. Different font classes usually have very

minute visual differences, difficult even for a human eye to

decipher manually. Therefore, an automated process for dif-

ferentiating fonts from scanned documents would save con-

siderable effort. The main challenge associated with font

identification is availability of sufficient labeled data to train

the network. Also, the existence of a large variety of fonts

makes it difficult to train the network against all these fonts

beforehand. Hence, we require a network which is able to

train itself quickly with the limited data available and can

distinguish even between unknown / novel fonts not seen

during training.

In this paper, we propose a network to identify fonts

using very few labeled examples with high accuracy. We

utilize character images for different font classes to train

state-of-the-art distance-metric learning based prototypical

networks [17] for few-shot classification settings such as 5-

way 1-shot, 5-shot and 10-shot classification and 10-way

1-shot, 5-shot and 10-shot classification. We named the

proposed architecture Font-ProtoNet which learns embed-

dings and cluster centroids using a support set during meta-



Figure 1. Figure showing sample examples where font-identification can help in document understanding by providing visual cues present

in different fonts.

training stage and subsequently, obtains cluster representa-

tions by passing examples in the support set at the meta-test

stage through the learned prototypical network and finally

maps the examples in the query set using a distance measure

such as Euclidean distance. As there is no publicly available

train / test dataset, we created our own synthetic dataset of

character images of 200 different fonts to train the prototyp-

ical networks for meta-training. During meta-test stage, we

demonstrate the effectiveness of the proposed network on

this self-created synthetic dataset of characters and words

of novel different 100 font classes. The dataset is generated

using the true-type format of fonts with each font consist-

ing of 62 characters ( a, b,...,z, A, B,..., Z, 0,...,9). We name

the synthetic dataset FewShot-FontID Dataset and plan to

make it available online for evaluation by community. Fur-

ther, we show the efficacy of our proposed network on a

real-world test set of word-images of different font classes

named AdobeVFR [24] for 1-shot and 5-shot learning using

only 1 and 5 character images per class, respectively. To

summarize, we make following contributions in the paper:

• We formulate the font identification problem as a few-

shot classification problem using prototypical network

which is able to identify any new / unseen fonts accu-

rately with very limited data. The proposed approach

is named Font-ProtoNet.

• Due to the non-availability of public datasets for font

identification, we created a synthetic dataset of char-

acter images belonging to 200 different font classes

for meta-training and 100 new font classes for meta-

testing. We also generated word-images of 100 new

font classes for meta-test. We plan to publish this

dataset called FewShot-FontID Dataset online for the

benefit of research community.

• We performed 5-way 1-shot, 5-shot and 10-shot, and

10-way 1-shot, 5-shot and 10-shot experiments on

FewShot-FontID dataset using the proposed network

and present the results in Section 4.3.

• In addition, we evaluate Font-ProtoNet on test-set of

AdobeVFR [24] for font classes containing more than

one word image and obtain word-level accuracy of

59.86% and 71.01% using only 1 and 5 character im-

ages per font class, respectively.

• We also demonstrate the robustness of Font-ProtoNet

by providing t-SNE [21] visualization of learned em-

beddings.

• We compare the performance of Font-ProtoNet against

a transfer learning based pre-training baseline and

present the results in Table 2 which demonstrate that

Font-ProtoNet gives better identification accuracy.

We have organized the paper into following sections.

Section 2 will describe the work previously done in the field

of font identification and how our approach is better than

prior literature. Next, we provide description of our pro-

posed Font-ProtoNet network for font identification in Sec-

tion 3 and give details of prototypical network and the archi-

tecture of convolutional network used. Subsequently, Sec-

tion 4 provide details of the experiments conducted, their

results and discussions on them. In the end, Section 5 will

conclude the work with future avenues in this field.



2. Related Work

Font recognition from images has been studied in past

and there exists some online portals which allow users to

upload any font image and recognize fonts using similar-

ity with a collection of available fonts. All of these on-

line interfaces such as FontMatcherator [7], Identifont [10],

WhatTheFont [3], Font Identifier [18] search fonts by ex-

haustively traversing the list of available fonts in the corpus

and cannot identify a novel font that it has not seen before.

Most of the earlier works using data-driven machine

learning techniques for font identification assume that fonts

are known prior. Authors in [1] proposed global texture

analysis to perform font recognition for very few font types

in document images that employs sliding window approach

to obtain features of the document using fourth and third

order moments. Another work [9] used Gabor filter based

classifier to classify the scripts, font-faces and font-styles

(bold, italic, normal, etc.) in spanish documents where the

classes are known beforehand. Similar work of font iden-

tification using Gabor filters to extract document features

and subsequently, classifying the obtained feature vectors

via support vector machines was proposed in [15]. To

eliminate the need of prior information on font types, Hung

Ming [19] proposed to automatically extract representative

stroke templates from a text image, which contained char-

acters of the same typeface and eventually, it used Bayes de-

cision rule to determine which font entrant in the database

provides the best matching to the unknown font. Tui Bui

et al. [2] proposed an approach which made use of hierar-

chical bag of visual words representation and subsequent

classification via logistic regression yielding per-character

probabilities which were combined across the string to de-

cide the posterior for each font.

Recently, deep learning based approach has also been

applied for font identification purposes. One such approach

was proposed in [24] which utilized convolutional neural

networks and domain adaptation techniques to identify a

variety of fonts. However, their proposed approach relied

on huge amount of labeled data to train the network. [24]

have also made available a real world test dataset namely,

AdobeVFR for font text images. We have used this dataset

also to evaluate our proposed network and obtained satisfac-

tory results. Another deep learning based approach which

utilizes a siamese like architecture to find if two fonts are

similar or not, has been proposed by Daichi et al. [8]. To our

knowledge, we have not found any system for font identi-

fication which can identify new fonts by quick adaptation

of neural networks with very few annotated samples per

font. This motivates us to explore recently discovered few-

shot based meta-learning techniques [6, 13, 23, 17]. We

specifically use distance metric based meta-learning tech-

niques known as Prototypical network [17] which allows us

to learn class prototypes using a support set containing very

few examples per font and then assigns labels to the test-set

samples using euclidean distance measure. This allows us

to identify any unseen / novel fonts quickly and with much

less annotated data.

3. Proposed Method: Font-ProtoNet

The objective of the paper is to propose a method for

identifying fonts from scanned document images in scenar-

ios where annotated data is limited. The low availability of

labeled data poses the problem of not having good general-

ization of neural networks across novel font classes as these

networks tend to overfit when trained on very few data sam-

ples. Moreover, training a deep neural network repeatedly

for all the classes whenever a new font class is to be iden-

tified, is a very time consuming process. Therefore, font

identification network should also have the capability of

quickly adapting to novel classes with much less annotated

data. This motivates us to explore state-of-the-art few-shot

learning based approaches like prototypical networks [17]

for font identification from text images. Therefore, we for-

mulate the problem of font identification as few-shot classi-

fication problem by training a prototypical network on sin-

gle character images of most commonly occurring fonts to

learn font-embeddings in low data scenarios. Subsequent

to this, the trained network is adapted to new font classes

quickly whenever a new font image comes, by computing

embeddings based on support set and assigning labels to

the query image using Euclidean distance measure.

The architecture of proposed Font-ProtoNet, as shown

in Figure 2, consists of two stages namely, Meta-training

stage and Meta-testing stage. The meta-training stage in-

volves training the prototypical networks to learn represen-

tations of known / most common fonts for which annotated

data is available. This stage obtains cluster representations

using embeddings of support set examples. The input to

the network is images of size 64 × 64 having only single

character from ( a, b,...,z, A, B,..., Z, 0,...,9) of a particu-

lar font. At meta-test stage, the support set images of the

given font class are passed through the trained network to

obtain embeddings and subsequently, cluster representation

is calculated. Finally, the test image is mapped to the la-

bel of the font class having the smallest euclidean distance.

The details of the prototypical networks and the network

architecture of the convolutional network used are given in

following subsections.

3.1. Prototypical Networks

Prototypical network [17] is a meta-learning based few

shot approach that works on the assumption that there exists

an embedding in latent space where samples from each class

cluster around a single prototypical representation which is

obtained using the mean of the embedding of the individual

samples. This assumption forms the basis of classification



Figure 2. Figure showing proposed architecture of Font-ProtoNet for font identification in data-scarce scenarios. The proposed pipeline

consists of two stages: Meta-Training stage in which the network is trained to learn font embeddings and compute cluster centroids and

Meta-Testing stage in which given a query image having new and unseen font, the support set is used to find cluster representation and then

font class is assigned using Euclidean distance measure.

which is simply performed by finding the euclidean distance

of the given sample to all the class prototypes and assigning

the label of the closest class prototype to the given sample.

Mathematically, for a set A = {(x1,y1),(x2,y2)...(xn,yn)},

where xi denotes ith input with yi class label and total n num-

ber of examples. Let Ak denotes the set of all examples with

label k. A subset is randomly chosen from set of all training

classes from which two sets, support (Sk) and query (Qk) are

formed by sampling from each class of the subset. This pro-

cess is known as a training episode. Next, for each xi ∈ RD,

prototypical network computes an embedding using a func-

tion, fθ : R
D → Rm that maps D-dimensional feature space

to m-dimensional vector with learnable parameters θ, such

that representative rk ∈ Rm of class k. The prototype / rep-

resentative rk of a class with label k is calculated as the av-

erage of embedded support set examples belonging to class

k using equation as follows:

rk =
1

|Sk|

∑

(xi,yi)∈Sk

fθ(xi) (1)

After class prototypes are computed, prototypical net-

work computes the distribution over predicted class labels

for query instance x with a distance function d by using

softmax over distance to the representative of a class in the

embedding space as follows:

pθ(y = k|x) =
e−d(fΘ(x),rk)

∑
k′ e−d(fΘ(x),r

k′ )
(2)

Parameters θ are updated by minimizing the negative log

of probability so as to improve the probability for the query

class through stochastic gradient descent. Loss for training

episodes, Zθ is calculated by,

Zθ = −log pθ(y = k|x) (3)

3.2. Network Architecture

We have used a 5-layer convolution neural network con-

sisting of 32, 64, 128, 512 and 1024 filters of size 3×3 each,

as shown in Figure 2. Each layer is followed by batch nor-

malization and relu activation. We have applied a 2 × 2
max-pooling layer after 1st, 3rd and 5th layer. The last

convolution layer is followed by two fully-connected layers

of size 4096 and 2048, respectively. Next, the prototype of

a class is computed by calculating mean of the embedded



Training Dataset Testing Dataset
Number of font classes Number of examples

Train Test Train Test

FewShot-FontID FewShot-FontID 200 100 12,400 6200

FewShot-FontID AdobeVFR Real Test 300 100 18,600 500

Table 1. Details of the datasets used for performance evaluation of Font-ProtoNet.

support set examples of each class. During inference, the

given test sample is assigned the label of the closest class

prototype having the minimum euclidean distance.

4. Experimental Results and Discussions

4.1. Dataset

Font identification is a very challenging task due to the

presence of numerous possible fonts having very subtle and

character-dependent differences among them such as letters

slopes, weights and endings etc. Moreover, machine learn-

ing / deep learning networks are data-hungry approaches

requiring a large collection of data for their training. Col-

lection and annotation of real world font images is quite an

expensive, error-prone and time consuming task. Therefore,

there does not exist datasets for font identification. Very

recently, DeepFont [24] collected and synthesized a huge

dataset of fonts called AdobeVFR, however they have not

released the entire dataset publicly, except for test-dataset

of fonts. So, we use only the test set of AdobeVFR for

evaluating performance of our proposed network. For train-

ing purposes, we resort to utilizing our own synthetically

generated dataset FewShot-FontID. The details of both the

datasets used in this paper are given as follows:

• FewShot-FontID Dataset: We utilize the Text Recog-

nition Data Generator (trdg)1 to generate character im-

ages of 300 distinct commonly used fonts. Truetype

formats (ttf) of these fonts are used to obtain 62 char-

acter images of size 64 × 64 per font class with each

image having only one character from the list of pos-

sible characters, i.e., (a, b,...,z, A, B,..., Z, 0,...,9). Ba-

sically, the FewShot-FontID dataset contains only one

image per character in one font type. The sample im-

ages of different fonts in FewShot-FontID dataset are

shown in Figure 3(a). Out of 300 total generated fonts,

we use 200 for training and remaining 100 fonts for

testing. So, there are a total of 12400 and 6200 images

in the train and test sets, respectively, as tabulated in

Table 1. We also created word-images having 100 dif-

ferent fonts for the test-set to evaluate the performance

of our proposed network.

• AdobeVFR Dataset: We used only the test set of

AdobeVFR [24] dataset which consists of real-world

1Text Recognition Data Generator: https://pypi.org/project/trdg/

images of words having different fonts along with an-

notations. In total, it has 612 types of fonts available,

with each font class having one or more word images.

We discard font classes for which only one image is

present because for evaluating the performance of our

proposed Font-ProtoNet network, we require atleast

one word image of a given font in the train set at the

meta-test stage to perform 1-shot and 5-shot charac-

ter classification for the remaining images of the same

font in the test set for the meta-test stage. For the meta-

train stage, we use a synthetic dataset of 300 fonts

available in the FewShot-FontID dataset to train the

prototypical network.

Figure 3. Figure showing some sample images from (a) synthetic

FewShot-FontID dataset and (b) AdobeVFR [24] real-world test

dataset.

4.2. Training Details

Prototypical Network: We used 200 and 300 font classes

from the FewShot-FontID dataset to generate training

episodes for n-way classification while performing evalua-

tion experiments for FewShot-FontID and AdobeVFR test-

sets, respectively. The prototypical networks were trained

using train shots as 1, 5, 10 for n-way classification tasks,

i.e, we sampled 1, 5, 10 images per class per episode from

the n classes for training Font-ProtoNet on these images.

We performed 5-way and 10-way classification and trained

the network using the Adam optimizer with a learning rate

of 0.0001 through stochastic gradient descent. The input to

the network is the character image of size 64 × 64. Dur-

ing the meta-test stage, we generated the episodes similar

to the training such as 1-shot, 5-shot and 10-shot learning

for 5-way and 10-way classification. In the test set, we

have a meta-test set having 100 fonts for both, synthetic

FewShot-FontID and AdobeVFR datasets. In case of the



Dataset n-way k-shot
Pre-trained Model Font-ProtoNet

Character-Level Character-Level Word-Level

FewShot-FontID Dataset

5-way

1-shot 40.01 69.18 77.1

5-shot 47.96 75.26 87.48

10-shot 55.23 77.51 88.01

10-way

1-shot 29.12 58.65 69.77

5-shot 34.01 62.12 71.5

10-shot 40.57 71.5 80.04

AdobeVFR Dataset 5-way
1-shot 37.7 50.07 59.86

5-shot 48.1 62.01 71.01

Table 2. Performance comparison (average accuracy in %) of Font-ProtoNet against a pre-trained network baseline for Font Identification

on the FewShot-FontID and AdobeVFR datasets.

FewShot-FontID dataset during the testing stage, we sam-

pled n classes randomly from the meta-test set to form an n-

way classification task and 1, 5 and 10 samples are selected

from each font class for creating a support set correspond-

ing to 1-shot, 5-shot and 10-shot learning and the remaining

samples in the meta-test set are used as a query set. For the

test-set of FewShot-FontID, we also created a set of images

having single words belonging to the 100 font classes of the

meta-test set.

For evaluation on AdobeVFR dataset, as mentioned

earlier in Section 4.1 we chose only those font classes

where we have more than one word-image. This was

done so as to take characters of first word for creating

support-set of meta-test stage for a given font class and the

remaining word images of that particular font class were

chosen as query-set. We report average accuracy for font

identification at both character-level and word-level.

Pre-trained Network as baseline: For creating a base-

line for font identification, we used transfer learning where

we pre-trained the convolutional network (similar to Font-

ProtoNet described in Section 3.2) on the entire dataset of

all the training font classes. In a subsequent step, this pre-

trained network is fine-tuned and evaluated on the testing

dataset. Fine-tuning of the pre-trained network is done by

creating classification tasks. Each task involves 5-way and

10-way classification by sampling of k (1, 5, 10) images per

class for 1-shot, 5-shot and 10-shot learning from the testing

classes. Finally, the fine-tuned network is evaluated on the

remaining test samples. The results of the fine-tuned net-

work are compared and reported for performance analysis

in Table 2.

4.3. Results

We report comparative results of transfer learning based

pre-trained network versus meta-learning based prototypi-

cal networks in this section. We compute character-level

and word-level font identification accuracy. Word-level ac-

curacy is computed by first finding character level font pre-

dictions of a given word image using the Font-ProtoNet for

all the characters present in the image and then taking the

majority vote of the font predictions to assign the font class

to the word. As it is evident from Table 2 that Font-ProtoNet

surpasses the pre-trained network’s identification accuracy.

For example, in case of FewShot-FontID dataset, we ob-

tain an average accuracy of 77.51% as compared to 55.23%
with a pre-trained baseline for the 5-way 10-shot font identi-

fication experiment. We observe similar performance in the

case of 10-way identification experiments. We also com-

pare these two approaches on AdobeVFR dataset where we

observe similar boost in identification accuracy on replac-

ing pre-training baseline by Font-ProtoNet. As shown in

Table 2 that Font-ProtoNet gives character level accuracy

of 62.01% as compared to 48.1% with pre-trained network

for 5-way 5-shot experiment on AdobeVFR dataset. The

poor performance of the pre-trained baseline is due to the

fact that the fine-tuning uses 1, 5 and 10 sample images per

class for performing 1-shot, 5-shot and 10-shot classifica-

tion which makes the network overfit on train classes and

this network does not generalize well on test set containing

new fonts. On the other hand, prototypical network per-

forms remarkably well on novel / unseen fonts with very

few labeled samples.

In Table 2, we first provide results of the experiments

conducted for 5-way classification using a pre-trained base-

line and proposed Font-ProtoNet using 1-shot, 5-shot and

10-shot. We observe that accuracy increases on increas-

ing the number of shots, i.e., 10-shot gives best results

compared to 1-shot and 5-shot. For example, at character-

level, Font-ProtoNet gives an average accuracy of font-

identification of 77.51% with 10-shot as compared to

69.18% and 75.26% for 1-shot and 5-shot, respectively

on FewShot-FontID dataset. Similar trend is observed for

10-way classification on this dataset. Next, we present

results of 5-way 1-shot and 5-shot font identification on

AdobeVFR test-set and obtain an average accuracy of

50.07% and 62.01% at character-level for 1-shot and 5-shot

respectively. The network yields word level accuracy of



59.86% and 71.01% for 1-shot and 5-shot font identifica-

tion, respectively on AdobeVFR dataset. We could not per-

form 10-shot experiment on AdobeVFR test-set due to the

non-availability of enough examples for creating support-

set.

Figure 4. Figure showing t-SNE [21] plot of embeddings of text-

images having 3 unknown / novel-font characters. Embeddings

are computed from the trained Font-ProtoNet network. Different

colors represent different fonts and plot illustrates that prototypical

networks are able to learn robust visual embeddings of character

images of different fonts.

We also performed an experiment to show the robustness

of the embeddings learned by Font-ProtoNet. For this, we

chose 3 new fonts which Font-ProtoNet had not seen during

its training. We obtained the embeddings of the character

images of these 3 font classes by passing the images through

trained Font-ProtoNet. Subsequently, we plotted these em-

beddings using t-SNE [21], as shown in Figure 4, with dif-

ferent colors representing different fonts. It is clearly visi-

ble in Figure 4 that different font embeddings form different

and almost visibly separable clusters containing all exam-

ples belonging to a particular font class. This illustrates that

Font-ProtoNet is capable of learning embeddings that can

adapt to new fonts quickly and easily.

5. Conclusion and Future Work

We proposed to use few-shot based Prototypical net-

works for identifying fonts from scanned document images

when sufficient amount of annotated data is not available.

We named the network Font-ProtoNet and demonstrated

that the network is able to learn embeddings which can

quickly adapt to newer font classes easily with very few data

samples. We also created a synthetic dataset of text-images

having varying fonts called FewShot-FontID for font iden-

tification purposes and benchmarked the dataset using our

proposed network. We would also release this dataset for

evaluation by the research community. In future, we would

like to extend the use of prototypical networks to identify

different language texts present in a scanned document hav-

ing multi-lingual texts which would be very helpful in im-

proving multi-lingual OCR.
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