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Abstract

Turning movement counting plays an important step for

traffic analysis at complex areas (e.g. intersections). Specif-

ically, accurate and detailed traffic flow information en-

ables the traffic control system to be more efficient and valu-

able. Recently, with the successful development of Deep

Learning for vehicle detection and tracking, the current

research focuses on video-based traffic analysis which is

regarded as an emergent approach to monitoring vehicle

movements. In this study, we present a comprehensive vehi-

cle counting framework by integrating state-of-the-art tech-

niques of object detection and tracking such as Yolo and

DeepSort. Furthermore, in order to improve the vehicle

counting problem, we propose a distinguished region track-

ing approach for the vehicle trajectory monitoring, which

is able to work well with various scenarios, especially in

complex areas with complicated movements. Regarding

the experiment, the proposed framework is evaluated on

the CVPR AI City Challenge 2020 dataset. Accordingly,

our method is able to achieve around 85% of the accuracy

which places to the top 10 of the leaderboard in Track 1 of

the Challenge.

1. Introduction

Vehicle counting is an important technique to estimate

the traffic density in a certain area. Specifically, traffic con-

ditions are able to determine based on the counting results

for providing smart traffic control systems [2]. Technically,

there are different techniques to measure traffic conditions

such as manual vehicle counting, inductive-loop traffic de-

tectors, magnetic sensors, and video vehicle detection [10].

Among the aforementioned methods, video-based counting

using computer vision techniques (e.g. object detection and

tracking) has recently attracted more attention for the fol-

lowing reasons:

• The recent Deep Learning (DL) models have achieved

great success in terms of detecting and tracking mov-

ing objects in video sequences.

• Many smart applications of video-based traffic mon-

itoring can be applied, for instance, re-identification

and anomaly detection.

• Evaluations are effortlessly executed to verify the per-

formance of the proposed systems.

Figure 1 depicts the general pipeline of video-based ve-

hicle counting system. Specifically, a set of Region of Inter-

ests (ROI) is defined and pre-processed for reducing noise

and determining the considered areas. Sequentially, detec-

tion and tracking methods are executed to identify the vehi-

cle information (e.g. location and type of vehicle) and track

vehicles across subsequent frames. Finally, vehicles will be

counted and recorded based on the virtual lines which are

assigned in different directions of the considered scenario.

Figure 1. The pipeline of the video-based vehicle counting sys-

tem. Accordingly, the tracking-by-detection paradigm is adopted

for multiple vehicle tracking problems.

Recently, many studies have proposed the video-based

vehicle counting framework following the aforementioned

concept. However, video-based vehicle counting is still a

very challenging issue due to the two main reasons: i) Ve-

hicle tracking is a difficult task, especially for movement

counting problem which requires a long-time tracking; ii)

Scalability is a critical problem which requires the count-

ing systems are able to work well with various situations of

traffic flow across different types of scenarios/intersections.



In this study, we present a practice-based approach for

vehicle counting in order to deal with the aforementioned

problems in which we focus on the Multi-Class Multi-

Movement Vehicle Counting (CMVC) problem at multiple

intersections/scenarios. In particular, instead of focusing on

long-time range tracking, we are able to divide the consid-

ered scenario into distinguished regions for vehicle moni-

toring. Consequently, the movement counting is calculated

following the linking regions which are provided based on

the geographical features of each scenario. For more de-

tail, Figure 2 depicts the flowchart of our proposed frame-

work. Specifically, regarding the multiple vehicle tracking,

Figure 2. The main steps of the proposed framework.

we apply the state-of-the-art techniques of object detection

and tracking such as Yolo [24] and DeepSort [27], respec-

tively. Then, a distinguished regions tracking approach is

executed to count the vehicles. Furthermore, in order to

aim with the scope of the Challenge, instead of using ex-

ternal datasets, we extract appearance features of vehicles

from the NVIDIA AI City Challenge dataset [25].

The rest of this paper is organized as follows: In Sec-

tion 2, recent state-of-the-art methods for object detection

and tracking processes are presented. Moreover, previous

works on video-based vehicle counting systems are also re-

viewed. The methodology of the proposed framework for

the CMVC problem is presented in Section 3. Section 4

shows the results of our proposed framework which is eval-

uated on the CVPR AI City Challenge 2020 (AIC 2020)

dataset [1]. Discussions and future works are concluded in

Section 5.

2. Literature Review

2.1. Object Detection and Tracking Methods

Recently, advanced methods of object detection and

tracking enable many smart applications to improve peo-

ple’s life such as face recognition, self-driving cars, and

emergency alert systems. Specifically, Convolutional Neu-

ral Network (CNN)-based methods has been observed

widely successful for the object detection [14]. Techni-

cally, the recent object detection methods can be classified

into two approaches which are single-stage and two-stage

detectors. In particular, two-stage methods, which are the

evolution of Regions with Convolutional Neural Networks

(R-CNN) series (e.g. Fast R-CNN [11], R-FCN [6], and

Mask R-CNN [12]), perform the detection process into two

stages: i) generating a set of regions of interests by using

regional proposal network; ii) then, optimizing the regres-

sions process on the region candidates for the detection. On

the other hand, single-stage (e.g. SSD [19], YOLO [23],

and RetinaNet [18]) methods skip the region proposal stage

and execute the detection directly over a dense sampling

of possible locations. Consequently, it depends on the ob-

jective and target of the detection to adopt the appropriate

method. Specifically, two-stage methods are able to achieve

the higher accuracy but lower speed comparing with single-

stage methods.

Regarding the object tracking process, SORT [29] is

the well-known method which was ranked as the best

open-source on the multiple object tracking (MOT) bench-

mark [20]. Specifically, the algorithm implements a visual

MOT framework based on rudimentary data association and

state estimation techniques. Sequentially, DeepSORT [28],

an extension of SORT, has proposed to improve the perfor-

mance of the tracking-by-detection paradigm by incorpo-

rating deep features for tracking detected objects. Regard-

ing the feature extraction of vehicles, TC [26], an offline

method, has recently emerged as a promising approach for

tracking vehicles across multiple videos/cameras by incor-

porating various semantic features (e.g. trajectory smooth-

ness, velocity change, and temporal information) for the

data association. Specifically, this method is able to achieve

high performance with both single and multiple camera

tracking, which was the first rank of vehicle re-identification

in the AIC 2018 [21].

2.2. Video­based Vehicle Counting Systems

Object counting system using data from monocular cam-

eras becomes a promising application to provide social se-

curity, crowd, and disaster prevention [16]. Specifically, the

object can be counted when it passes a certain area (e.g.

ROI). Accordingly, this concept has been widely applied

for people counting, which detects and tracks each individ-

ual to count the number of people passing considered ar-

eas [17, 15]. Recently, video-based vehicle counting has

emerged as a new challenge since the difficulties of track-

ing and re-identification problems of vehicles [22]. Dai

et al. [7] proposed a vehicle counting framework includ-

ing three-component processes which are object detection,

tracking, and trajectory processing to obtain the information

of traffic conditions. Liu et al. [9] adopt the virtual loop and

detection line for multiple movement counting. However,

the problem of identity switches because of the long-range

vehicle tracking and the scalability for adopting the afore-

mentioned methods in different scenarios are still open re-

search issues.



3. Methodology

3.1. Multiple Vehicle Tracking Method

The standard approach for the MOT problem follows the

tracking-by-detection paradigm in which given a set of de-

tection results, the tracking process is executed by associ-

ating the corresponding objects and assigning them in the

same ID across the subsequent frames [4, 5]. Particularly,

tracking vehicles across entire the video is more difficult

since the high similarity of the vehicle’s appearance features

and the frequent occlusion of moving vehicles. Therefore,

vehicle detection and tracking recently become the main

challenge in this research field. In this study, we adopt

two well-known methods which are Yolo and DeepSORT

for detecting and tracking vehicles across a certain video.

More detail of our proposed framework is explained in the

following sections.

Vehicle Detection. This process detects and extracts the

information of vehicles in each frame. The output is the set

of detected results which are formatted as follows:

< x, y, w, h, class, confidence > (1)

where (x, y, w, h) represents the location of the detected ve-

hicle (i.e, bounding box). Moreover, class and confidence

are the type and score of the detected object, respectively. In

the proposed framework, we adopt Yolo model, which fol-

lows the single-stage approach, to improve the faster speed

of the detection process. Moreover, the lasted version of

the method (Yolov3 [24]) has been released which is able

to achieve high accuracy of the detection by conducting 53

convolutional layers. Furthermore, in order to improve the

effectiveness of this process, we only extract the objects

which belong to the vehicle’s types. Specifically, the bound-

ing boxes are extracted if they follow two conditions:

• The class of the detected object is the vehicle’s type

(e.g. Car, Truck, and Bus). Specifically, two-wheeled

vehicles such as Bicycle, Motorized bicycle, and Mo-

torbike are not taken into account in this study.

• The confidence of the detected object is greater than a

given threshold. Specifically, the appropriate threshold

is defined based on the observation during the experi-

ment.

Vehicle Tracking. Regarding the tracking process, since

the objective focuses on tracking vehicles in independent

scenarios/videos, we adopt DeepSORT, an online method,

for the multiple vehicle tracking process which has been

proved the effectiveness to track multiple objects in a cer-

tain video [28]. Specifically, the output of this process is

defined as follows:

< x, y, w, h, ẋ, ẏ, ẇ, ḣ > (2)

where ẋ, ẏ, ẇ, ḣ are the parameters of the new bounding

box, which are predicted and updated by using Kalman Fil-

ter algorithm, an essential component of DeepSORT.

Furthermore, regarding the deep association metric

model, in order to cover with the scope of the challenge,

instead of using external data, we take 36,935 images from

333 vehicle identities which are provided by AIC 2020 [1]

for exporting the appearance descriptor of vehicles. Fig-

ure 3 shows the results of the classification accuracy for ex-

tracting the appearance descriptor, by using the deep cosine

metric learning [27]. Specifically, we stop the training at

200,000 iterations which can provide high performance.

Figure 3. The classification accuracy of the trained model on AIC

dataset using deep cosine metric learning.

3.2. Distinguished Regions­based Vehicle Counting

In order to monitor and count vehicle movements, we

have to detect and track vehicles across the entire video.

Particularly, long-term tracking is the cause of identity

switches problem [8]. Therefore, in this study, we take an

investigation on exploiting the region of interest for vehicle

tracking in terms of reducing the range of vehicle monitor-

ing to improve the performance of the counting problem.

Specifically, for each input video, a set of distinguished re-

gions are defined based on the geographical features and

the number of movements of that scenario. For instance,

Figure 4 depicts an example of the set of regions to moni-

tor vehicle movements in a certain scenario. Conceptually,

this approach is a well-known method and has been ap-

plied for various applications of video-based moving object

tracking [13, 3]. However, in this study, we exploit in more

detail how this method can affect the performance and the

interaction between the effectiveness and efficiency of the

counting problem in order to enable the scalability problem

of this method to work well with various scenarios.

Monitoring Vehicle Movements using Linking Re-

gions. Normally, the vehicles will be counted using virtual

line assignments corresponding with the number of move-

ments/directions in each scenario. Accordingly, when the

vehicle passes the line, the predefined movement will be



Figure 4. An example of distinguished region tracking. There are 4

regions to monitoring vehicles corresponding with 4 vehicle move-

ments. The red lines are the predefined movements of the scenario.

counted following the corresponding region tracking of the

vehicle. However, in this framework, we adopt the count-

ing process based on the linking information between re-

gions (virtual loops) instead of using virtual lines in order

to improve the performance of the counting. For instance,

Figure 5 demonstrates the vehicle monitoring using distin-

guished regions of the scenario in Figure 4.

Figure 5. An example of movement counting based on the link-

ing between regions. Four movements in this scenario correspond

with four pair regions [1,5], [2,6], [3,7], and [4,8].

Specifically, using the linking regions for vehicle count-

ing is able to achieve better results comparing with virtual

line assignment because of two reasons: i) Reducing the

identity switches problem by tracking vehicles in the short-

term range; ii) Avoiding the occlusion problem cause of the

wrong counting in case of multiple vehicles passing at the

same time. For more detail, Figure 6 shows the results of

vehicle counting performance based on the virtual line and

distinguished regions at the same intersection.

Formulation of the CMVC Problem. The output of the

CMVC problem at multiple intersections is the list of results

which are formatted as follows:

< V doid, F raid,Movid, Claid > (3)

where V doid is the video numeric identifier of the track sce-

Figure 6. The comparison between virtual line and distinguished

regions for the multi-movement counting in which the considered

scenario has 12 movements and the number of frames of the input

video is around 2000. As shown in the Figure, by using the dis-

tinguished regions, we are able to improve from 5% to 20% of the

counting performance in each movement.

narios which is sorted in alphanumeric order. Fraid and

Movid represent the frame count and movement numeric

identifier of the V doid of the detected vehicle, respectively.

Claid denotes the type of the vehicle.

Particularly, Movid of a vehicle v is calculated based on

the tracking information of linking regions corresponding

with the predefined movements of each scenario. Specifi-

cally, the vehicle v can be tracked in the region r in case of

the following condition:

r = {v ∈ V | ∀v ∈ 1...m : prt ≤ pvc ≤ prb} (4)

where pvc represents the centroid point of vehicle v, prt and

prb are the top left corner and bottom right corner points of

region r, respectively. For more detail, Algorithm 1 demon-

strates the counting method of the proposed framework.

Conflict Regions Problem. In complex scenarios, vehi-

cles might move into multiple regions which is the cause of

the multi-counting problem. Consequently, a vehicle can be

recorded in more than one movement. For instance, in the

scenario of Figure 5, we are able to determine distinguished

regions in which vehicles move independently on different

movements, however, in the scenario of Figure 7, the re-

gions are conflicted in which vehicles need to across mul-

tiple regions in some specific directions. Therefore, a set

of tracking list T is defined to deal with this issue. Specifi-

cally, vehicles are only recorded in the first region that they

move in (Line 10-13, Algorithm 1) in which the demonstra-

tion of this process is illustrated in Figure 8. Consequently,

the Equation 4 can be reformulated as follows:

r = {v ∈ V, v /∈ T | ∀v ∈ 1...m : prt ≤ pvc ≤ prb} (5)

Furthermore, another issue of the conflict regions’ prob-

lem is the wrong counting of the movement for vehicles



Algorithm 1: Multi-Class Multi-Movement Vehi-

cle Counting

Data: Video V doi; SetRi of distinguised regions;

SetMi of movements

Result: Number of vehicles passing in each

movement

1 Frame = 1

2 while True do

3 Set T = Set of Bounding Boxes

4 for tcur, tpre ∈ T do

5 (x, y, w, h, class) = (tcur[0]),
tcur[1],tcur[2], tcur[3], tcur[4])

6 (ẋ, ẏ, ẇ, ḣ) = (tpre[0]), tpre[1],tpre[2],
tpre[3])

7 pvcur = (x+ w−x
2

; y + h−y
2

)

8 pvpre = (ẋ+ ẇ−ẋ
2

; ẏ + ḣ−ẏ
2

)

9 Clav = tcur[4]
10 while r ∈ R do

11 if InZone(pvcur, p
r
0
, pr

1
) and v 6∈ T then

12 T← v, r
13 end

14 end

15 while r ∈ R do

16 if InZone(pvcur, p
r
0
, pr

1
) then

17 if v ∈ T then

18 Movv = CheckMovement(rv, r)

19 result.write(Fra,Movv, Clav)

20 end

21 end

22 end

23 end

24 Frame += 1

25 end

26 Function InZone(A,B,C)

27 return (A[x] > B[x] and A[x] < C[x] and

A[y] > B[y] and A[y] < C[y])
28 Function CheckMovement(rs, rd)

29 while mo ∈M do

30 if mo[1] = rs and mo[2] = rd then

31 return mo[0]
32 end

33 end

that are not be tracked in the original region. For exam-

ple, in the scenario of Figure 7, the vehicles move in the

mov5 might be counted by mov1 in case they can not be

detected in the original region r4. In this regard, in order to

improve the performance and reduce the wrong movement

of the counting, additional regions are set between conflict

regions. Consequently, several movements will have more

Figure 7. An example of vehicles across multiple regions. For

instance, vehicles moving in mov5 might across r3 and r1 (white

arrow), therefore, the vehicles move in mov5 will be counted at

r7 with two movements which are mov5 ([3,7]) and mov1 ([1,7]),

similarity occurs with mov8 ([5,2]) and mov4 ([3,2]).

Figure 8. The description of vehicles across multiple regions using

tracking list T. Accordingly, vehicles are only tracked in the first

region that the vehicle moves in.

than one pair of regions for vehicle monitoring. Specifi-

cally, the demonstration of this process is shown in Figure 9.

Figure 9. An example of additional regions for improving the accu-

racy of the counting. Additional regions (purple rectangles) are set

among conflicted regions in order to obtain the vehicles that are not

detected in the original regions. Consequently, several movements

have more than one pair of regions, for example, mov5 includes

two pairs of linking regions which are [3,7] and [8,7].

Optimizing Number of Regions. The disadvantage of

counting vehicles by using distinguished regions comparing



with the virtual line is time-consuming in which the number

of regions is the cause of increasing the computational time.

Figure 10 demonstrates the result of our experiment at a cer-

tain scenario in order to investigate the effect of the number

of distinguished regions with the computational time. In

Figure 10. The effect of the number of distinguished regions on the

computational time of the counting process at a certain scenario.

this regard, an effective process for determining the number

of regions in each scenario needs to be taken into account.

For instance, considering the scenario in Figure 10, by set-

ting 8 regions is able to give the best performance.

4. Experiment

Datasets. The dataset contains 31 video clips capturing

from 20 unique camera views which are provided by AIC

2020 [1]. Some scenarios provide multiple video clips to

cover different conditions (e.g. lighting and weather). The

resolution and frame rate are at least 720p and 10 FPS. Fur-

thermore, each scenario includes a detailed instruction doc-

ument which describes the ROI and movements of interest

(MOI). Consequently, our first process is to manually de-

fine the set of distinguished regions corresponding with the

MOI in each scenario that integrates into the input data.

Experiment Setup. Regarding the experiment, some

important parameters are listed in Table 1. Accordingly,

Parameter Values

Input Video 31

Total Time 17913 seconds (≈ 5 hours)

Number of Class 02 (Car and Truck)

Score Detection Threshold 0.6

IoU Detection Threshold 0.5

Training Image Size 128 x 64

Base Factor Score (σ) 0.824664

Table 1. Parameter setting of the proposed framework.

two classes of vehicles are car and truck which are re-

quired for detection and tracking. Specifically, class car

includes four-wheel vehicles (e.g. sedan car, SUV, van, bus,

and small trucks) and truck refers to freight trucks (e.g.

garbage truck, tractor-trailer, and 18-wheeler vehicle). Fur-

thermore, object detection and IoU thresholds are set 0.6

and 0.5, respectively. For training appearance features of

vehicles, all input images are reshaped with the same size

(128 x 64). Moreover, the total score of the challenge in-

cludes efficiency (computational time) which requires the

information of the execution system. Consequently, the Ef-

ficiency Base Factor Score of our executed system is com-

puted, by using pyperformance package 1. Specifically, the

script for extracting Efficiency Base Factor Score is pro-

vided by AIC 2020 [1].

Experiment Results. Figure 11 shows the screenshots

of the proposed framework for the CMVC problem with

different intersections/scenarios. Particularly, our proposed

framework is able to work well with various scenarios in-

cluding traffic flow density, multi-directions, video reso-

lution, lighting and weather conditions. Accordingly, our

method belongs to the top 10 of the leaderboard in the chal-

lenge which is shown in Table 2.

Rank Team ID Score

1 99 0.9389

2 110 0.9346

3 92 0.9292

4 26 0.8936

5 22 0.8852

6 74 0.8829

7 6 (Ours) 0.8540

8 119 0.8254

9 80 0.8064

10 65 0.7933

Table 2. The resulting scores of top 10 on Track 1 Leaderboard.

Specifically, given by the AIC 2020 [1], the total

score is computed based on the combination between

efficiency (Sefficiency) and effectiveness (Seffectiveness)

scores, which is calculated as follows:

Score = αSefficiency + βSeffectiveness (6)

where α = 0.3 and β = 0.7, respectively. The Efficiency

Score is calculated based on the execution time as follows:

Sefficiency = max(0, 1−
tex × σ

5× tvdo
) (7)

where tex, tvdo, and σ are execution time, total time of

videos, and Base Factor Score of the executed system,

respectively. On the other hand, Effectiveness Score is

computed as a weighted average of normalized weighted

1https://pyperformance.readthedocs.io



Figure 11. Screenshots of the proposed framework for the CMVC problem with different scenarios.

root mean square error scores (nwRMSE) across all in-

put videos, movements and vehicle classes. Particularly,

nwRMSE score is the weighted RMSE (wRMSE) be-

tween the predicted (Ccount) and true cumulative (Ctrue) ve-

hicle counts, which is formulated as follows:

nwRMSE =







0, if wRMSE > Ctrue

1−
wRMSE

Ccount
, otherwise.

(8)

where wRMSE is computed following k segments of each

video in order to reduce the labeling discrepancies problem

which is formulated as follows:

wRMSE =

√

√

√

√

k
∑

i=1

wi(Ccounti − Ctruei )2 (9)

where

wi =
2i

k(k + 1)
(10)

As shown in the result table, our proposed method is able

to achieve around 0.85/1 of the overall score. Specifically,

Table 2 demonstrates in more detail the evaluation of our

method. Accordingly, the accuracy of our method is able to

achieve around 85% across multiple scenarios.

mwRMSE Sefficiency Seffectiveness Score

7.0731 0.8538 0.8543 0.8540

Table 3. The detailed evaluation of the proposed framework.

5. Conclusion and Future Work

In this paper, we propose a comprehensive framework

for multi-class multi-movement vehicle counting across

multiple intersections/scenarios. Specifically, the long-time

range tracking can be reduced in order to improve the per-

formance of the counting system by using distinguished re-

gions for vehicle tracking. Consequently, the framework

is able to work well with various scenarios with different

numbers of movements and lighting conditions. According

to the experiment, our method is able to achieve promising

results compared with the competing methods of the AIC

2020 Track 1. From our point of view, there are several

issues that can improve the performance of the proposed

framework such as i) training appropriate datasets for the

detection process which is able to detect several specific ob-

jects (e.g. tractor-trailer and 18-wheeler vehicle); ii) propos-

ing an optimization approach for determining the locations

of distinguished regions to improve the tracking problem;

and iii) determining the distinguished region is still a man-

ual process, an automated process is able to significantly

improve the scalability of the proposed method. The afore-

mentioned problems are interesting issues that we take into

account as the future work regarding this study.
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