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Abstract

Vehicle re-identification (ReID) across multiple cameras

is one of the principal issues in Intelligent Transporta-

tion System (ITS). The main challenge that vehicle ReID

presents is the large intra-class and small inter-class vari-

ability of vehicles appearance, followed by illumination

changes, different viewpoints and scales, lack of labelled

data and camera resolution. To address these problems, we

present a vehicle ReID system that combines different ReID

models, including appearance and orientation deep learn-

ing features. Additionally, for results refinement re-ranking

and a post-processing step taking into account the vehi-

cle trajectory information provided by the CityFlow-ReID

dataset are applied.

1. Introduction

The increasing development of applications related with

smart cities and autonomous driving systems entails chal-

lenging computer vision tasks, including vehicle ReID, that

aims to find the same vehicle identity from a query camera

view in all the test candidates from different camera views.

The ReID is usually expressed with a ranked list per query,

where the gallery images from the test set that are more

likely to be a true match are at the beginning of the ranked

list. Vehicle ReID presents some difficulties that makes the

task more challenging. The first one is the small variabil-

ity between different vehicles of the same model and view

position, and the large variability of the same vehicle from

different viewing angles. Also, low video resolution, lack

of labelled data or illumination changes can impact on the

final results. Appearance-based systems are not enough to

identify entirely a vehicle due to the small inter-class vari-

ability and the large intra-class variability. To minimize this

problem, this proposal includes the spatio-temporal relation

that provides the dataset with the testing tracks, where each

track contains multiple images of the same vehicle captured

by one camera.

The dataset used, City Flow-ReID, is a subset of the

CityFlow [21] dataset, that consists of more than 3 hours

of synchronized HD videos from 40 cameras across 10 in-

tersections, being the largest-scale dataset in terms of spa-

tial coverage and the number of cameras/videos in an urban

environment.

In this paper, we use as starting point a feature ensemble

technique [13] that combines three different deep learning

feature extraction methods based on appearance. Our pro-

posal includes a fourth feature representation method to the

original system which is a combination of video-based ap-

pearance and vehicle orientation and structure feature rep-

resentation. Each of the four representation methods is fol-

lowed by different loss functions. In addition, to improve

the final results after a re-ranking step, we develop a post-

processing method which rearranges the ReID results tack-

ing into account the vehicle trajectory information provided

by the CityFlow-ReID dataset [21].

The paper is organized as follows. The related work is

explained in Section 2, followed by the detailed overview of

our approach in Section 3. Then, we describe the evaluation

of the online server [21] and our experiment setup in Section

4. The conclusions are summarized in Section 5.

2. Related Work

Object re-identification (ReID) is an area of computer

vision which has attracted attention from the research com-

munity in recent years. Within the different tasks in

ReID, person ReID has given rise to numerous publications

[27, 8, 28] with accurate results due to the advantage that the

pedestrian poses do not suffer large changes from their dif-

ferent view-points. The case of vehicle ReID presents some

specific challenges that makes the task more difficult; for

instance, the differences in appearance and shape that the

same object presents in its different viewpoints, generates

both large intra-class variability and inter-class similarity,

besides the handicaps due to illumination changes, back-



Figure 1. Example of vehicle keypoints and structure detection.

ground clutter, lack of data labels and different resolution

of the multiple cameras.

2.1. Vehicle Feature Extraction

Traditional handcrafted features extraction schemes

from the state of the art use local features, for instance, color

histograms and SIFT features [25], hierarchical Gaussian

descriptor [14], color and texture histograms [22] and so

on. With the advent of the deep learning techniques, many

researches have focused on convolutional neural networks

trained for this classification objective, e.g. AlexNet [12],

ResNet [7], VGGNet [19], and DenseNet-121 [9].

Previous works in vehicle ReID [1, 10] proposed to use

vehicle keypoints features, which give more discriminant

information for diverse types of vehicles. In [1], a stachked-

hourglass architecture [16] was trained to obtain the loca-

tion of 36 vehicle keypoints. Then, Huang et al. [10] pro-

posed to use the visible keypoints to infer the orientation,

thus obtaining a vehicle orientation feature descriptor.

2.2. Video­based ReID

Vehicle ReID can use images or videos as input. The

main difference is that video-based methods obtain the fea-

tures from a set of consecutive images, what provides ro-

bustness to viewpoint or size variations as it includes tem-

poral information. Previous works [6, 10, 23] have studied

the performance of using temporal pooling and temporal at-

tention as modeling methods. The introduction of temporal

pooling supposes a max pooling or average pooling, whilst

for considering a temporal attention model, they apply an

attention weighted average on the sequence of image fea-

tures.

2.3. Feature ensemble

Feature ensemble is a method that aims to make a fea-

ture representation more robust and discriminative combin-

ing different feature extractors that were trained separately.

There are different works that include this technique in their

ReID tasks [13, 18]. Lv et al. [13] propose the concate-

nation of different feature extractors’ results combining a

convolutional neural network (namely DenseNet121 [9])

trained using three different loss functions. The first one

is label smoothing regularization [20] and triplet loss with

hard-margin [8]. The second one also use label smooth-

ing regularization and triplet loss, but in this case with soft-

margin. Finally, the authors add jitter augmentation to the

label smoothing regularization and triplet loss with hard-

margin.

2.4. Re­ranking

Incorporating re-ranking as a post-processing step, is a

widespread technique in order to improve the final accu-

racy. There are different contextual re-ranking methods that

are based on the reallocation of the likeness of two samples

based on the likeness of their rank list. For intance, Bai et

al. [3] propose a feature vector that encodes the contextual

distribution of an image and allows vector comparison using

Jaccard distance for re-ranking. Another method is the ex-

panded cross neighborhood distance proposed in [17], that

accumulates the distances of the two-level neighbors of a

pair of images as final distance. Another widely used re-

rank method presented in [28] proposes a k-reciprocal en-

coding re-rank method that is based on the idea that if a

gallery image is close on the final ranked results of the probe

in the k-reciprocal nearest neighbors, it is more likely to be

a true match. Under this hypothesis, the authors calculate a

k-reciprocal nearest neighbors vector in order to re-rank the

final list using the Jaccard distance.

3. Proposed Method

This section describes the details of the techniques used

to develop the proposed multi-camera vehicle ReID ap-

proach (see Figure 2). On the top of the figure we have the

input of the system, on one hand it is image-based in case of

feature with the different combination of losses and, on the

other hand it is video-based for the keypoint and visibility

estimation. The train step adjust the weights of each pre-

trained CNN modules to the CityFlow-ReID dataset. Then,

the test step infers the gallery and query images in order to

obtain all the features. These features are assembled to have

a unique feature representation for each image. After that, a

query expansion and a temporal pooling for the gallery are

applied in order to refine the feature representation and to

obtain more accurate results. Once the distances between

the gallery and the query images are calculated, the post-

processing steps, re-ranking and the inclusion of trajectory

information methods proposed in this work, are perfomed

to improve the final ReID results.

3.1. Feature Extraction

Image-based features extractors. This part of the sys-

tem uses images as input and the architecture chosen to

obtain the feature representation is DenseNet121 [9] pre-

trained on ImageNet [5], based on Lv et al. [13]. To train

this convolutional neural network, a cross-entropy loss and

a triplet loss trained with batch-hard sampling method are

used. According to the different variations on loss func-



Figure 2. Proposed system overview. It has two Feature extraction modules. Image-based module performs three features extraction

methods with different losses and Video-based module an additional one with appearance and structure estimation methods. All the

features are assembled in the next step followed by a query expansion and a temporal pooling. Finally, a re-ranking and the addition of the

trajectory information are included.

tions, it could be divided in the feature extractors:

• The first uses label smooth regularization (LSR) and

triplet loss with hard margin. LSR is a regularization

technique that aims to address the overfitting during

the training step. As we can see in equation 2, it re-

laxes the confidence of the cross-entropy on the labels

in order to smooth the incorrect predictions. The value

of ǫ is set to 0.1 as in [13].

Lcross =

N
∑

i=1

−qi log (pi)

{

qi = 0, y 6= i

qi = 1, y = i
(1)

qi =

{

1− N−1
N

ε, if i = y

ε/N, otherwise
(2)

The triplet loss is defined in equation 3. It ensures that

the projection of an anchor xp is closer to the projec-

tion of a true positive ya than the projection of a nega-

tive point yn. In this case, it is applied with hard mar-

gin.

LTri = [dp − dn + α]+ (3)

• The second network training conditions also use LSR

and triplet loss, but in this case it is trained using soft

margin [8]. It avoids the need to determine the margin

in the triplet loss as can be seen in equation 4

LSoft = ln (1 + e(dp−dn)) (4)

• In the last module, the training loss variation combines

LSR, triplet loss with hard margin and Jitter Augmen-

tation. This data augmentation technique, used for

training, changes the brightness, contrast, and satura-

tion of an image.

Video-based features extractor. The input to this part

of the system are a set of images (bounding boxes), consec-

utive in time and location, of the same vehicle. The fea-

tures extractor convolutional neural network is ResNet50

[7] pretrained on ImageNet [5] that obtains the features re-

lated to appearance of the identity. Following [1] and [10],

the orientation of the vehicle is obtained locating the 36 ve-

hicle keypoints that define 18 vehicle orientation surfaces

shown in figure 1. The surfaces determine the visible areas

of the vehicle, giving the orientation. This structure features

are concatenated to the previous appearance features and a

triplet loss hard margin and a cross-entropy functions are

included in the training.

3.2. Feature Ensemble

Once the three features from image-based part and the

appearance and structure feature form the video-based are

extracted, in this module of the system they are concate-

nated in order to obtain a more robust representation fea-

ture. To perform this combination, the four different fea-

tures must be normalized by L2 normalization.



3.3. Query expansion and Temporal pooling

In order to obtain a more discriminative feature repre-

sentation, a query expansion [2, 4] and a temporal pooling

for gallery are applied.

The proposed query expansion performs a sum-

aggregation and re-normalization of the features that belong

to a specific query and the top-k gallery features that are re-

trieved as the sorted ReID list. The resulting feature will be

the new query feature.

Then, for the gallery features, it takes into account the

trajectory information and performs an average pooling for

the T − 1 consecutive images. In this work, T is fixed to 6

(as proposed in [10]).

3.4. Post­processing: Re­ranking and Trajectory
information inclusion

Re-ranking with k-reciprocal encoding. Following

[28] we include a post processing step that exploits the

hypothesis that if a gallery image is close in the retrieval

result of a probe in the k-reciprocal nearest neighbors, its

chance of being a true match is higher. For this task, the

k-reciprocal nearest neighbours features are encoded into a

single feature which will be used for the re-ranking using

Jaccard distance.

Trajectory information. The last step of the post-

processing part of the system is to include the trajectory

information provided by the CityFlow-ReID dataset [21] in

order to become more accurate in the ReID results. It is

not possible to assume that all the ReID results with small

distances are true positives, and neither that those with high

distances are false positives. To manage the track informa-

tion, we propose two different methods that work with the

final query top-100 ReID list:

• First method sorts the tracks according to their ratio

between the number of images of each track that ap-

pear in the query list and the total number of images

of the track. All the images are added from the tracks

with higher ratio until it achieves the 100 images.

• Second method sorts the tracks that appear in each

query top-100 matches according to their first occur-

rence in the top-100 list. All the images are added of

the sorted tracks until it achieves the 100 matches.

4. Experimental validation

This section includes the performance of the proposed

methods in the evaluation online server provided by the

2020 AI City Challenge [15]. This server provides to the

2020 AI City Challenge’s participants a platform to submit

up 5 results per day, with a total of 20 submissions during

the competition, in order to evaluate themselves and com-

pare with the top-3 participants. The results returned by

the server until the competition deadline are computed on a

50% subset of the test data. After the deadline of the com-

petition, the server showed all the submissions evaluated

with all the test set and the entire leader board with all the

participants.

4.1. Dataset

We acknowledge that our models do not use external data

and we will submit the code, models and any labels we have

created for the training datasets to the competition organiz-

ers before the end of the challenge. The only dataset used

for the evaluation of the systems in order to participate in

the AI City Challenge [15] is the CityFlow-ReID dataset

[21]. This dataset is captured in a real-world environment

by 40 cameras. There are 666 vehicles identities, where 333

belongs to the train set and the remaining 333 are in test set

(also called gallery). From the 56277 dataset images, 1052

belong to the query set and and 18290 are from the test set.

Neither test nor query sets have labelled the vehicle ID or

camera ID. In the train set there are 36935 images with vehi-

cle and camera labels annotated. The dataset also provides

a Tool for visualizing the results of the ReIDs.

Furthermore, the dataset gives the trajectory information

from the test and train sets. As the vehicle IDs and camera

IDs are unknown in case of the test set, the only informa-

tion available is that there are 798 trajectories, that is, all

the images that belong to the same track are recorded by

a specific camera and belongs to the same vehicle ID, but

without knowing which vehicle ID or camera ID they are.

This year the challenge includes a synthetic dataset gen-

erated by VehicleX [24]. It has a total of 192150 train im-

ages with 1362 vehicle identities, color and type annotated

labels. This part of the dataset was not included in the train-

ing of this system due to lack of resources.

4.2. Parametrization

All the proposed method has been trained with a single

NVIDIA GeForce GTX 1080Ti with 11 GB of GPU RAM

and in a Xeon Silver 4114 processor with 32 GB RAM

Memory.

For the image-based part of the system, the architecture

chosen as feature extraction methods is Densnet121 [9] pre-

trained on ImageNet [5]. Then, it is used a mini-batch SGD

to train 100 epochs using a starting learning rate of 0.0001.

The input images are resized to 256x256.

The network that combines video-based appearance and

structure uses a ResNet50 [7] architecture pretrained on Im-

ageNet [5]. It is trained in 800 epochs and with input images

resized to 224x224. It starts with a learning rate of 0.0001

and uses Adam optimizer [11].

In the implementation of the triplet loss, the value of

margin when it is hard margin is fixed to 0.3 as commonly

used, and the batch-hard sampling method with 4 different



Figure 3. Example 1 of the visual results for the proposed ReID system. It shows two queries (in yellow): the upper rows of each query

are the results using only one feature representation (Feature-1), and the lower rows are the results of assembling the four proposed feature

representations. Green blobs represent true matches and red blobs false matches.

Figure 4. Example 2 of the visual results for the proposed ReID system. It shows two queries (in yellow): the upper rows of each query

are the results of assembling the four proposed feature representations, and the lower rows are the results of assembling the four proposed

features representation and the trajectory method 2. Green blobs represent true matches and red blobs false matches.

classes with 16 images per class is the one used.

The number k of galleries used to calculate the query

expansion is fixed to k=10 and the temporal pooling T is

fixed to 6 (as in [10]).

4.3. Experimental results

All the experiments developed to analyze the perfor-

mance of the proposed method are collected in this section.

The two metrics used to evaluate the performance are mean

Average Precision (mAP) [26] of the top-100 matches, that

is the mean of all the queries’ average precision (area un-

der the Precision-Recall curve), and the other metric is the

rank-100 hit rate (additionally, rank-1, rank-5, rank-10,and

rank-30 hit rates are shown).

Table 1 shows the different proposed system config-

urations results obtained on the online evaluation server.

Feature-1 is the feature extractor block that we can see in

figure 2 which applies Densenet121 network with LSR and

triplet loss with hard margin. Feature-2 is Densenet121

with LSR and triplet loss with soft margin and, finally,

Feature-3 is the same CNN architecture with jitter augmen-

tation, LSR and triplet loss with hard margin. After as-

sembling these three methods (Ensemble 1-2-3) the result

(mAP = 0.3099) overcomes in 3.71% to previous result

of the best feature. In the last step, the trajectory informa-

tion is included using method 1 and method 2 described in

3.4. Method 1 improves the previous ensemble result in a

3.24%, whilst method 2 in a 11.27%.



Rank-100 mAP CMC-1 CMC-5 CMC-10 CMC-30 CMC-100

Feature-1 0.2984 0.5152 0.5295 0.5551 0.6768 0.7338

Feature-2 0.2422 0.4411 0.4705 0.4829 0.6169 0.7015

Feature-3 0.2913 0.4724 0.4943 0.5121 0.6597 0.7243

AppearanceStructure 0.3141 0.4363 0.4363 0.4392 0.5190 0.5770

Ensembe 1-2-3 0.3099 0.5276 0.5361 0.5494 0.5827 0.6036

Ensembe 1-2-3 + Method-1 0.3203 0.5276 0.5276 0.5323 0.5789 0.5989

Ensembe 1-2-3 + Method-2 0.3493 0.5276 0.5276 0.5314 0. 5779 0.5941

Ensembe 1-2-3+AppearanceStructure 0.3412 0.5504 0.5504 0.5637 0.5884 0.6046

Ensembe 1-2-3+AppearanceStructure + Method-1 0.3478 0.5504 0.5504 0.5542 0.55827 0.5960

Ensembe 1-2-3+AppearanceStructure + Method-2 0.3626 0.5504 0.5504 0.5542 0.5837 0.5941

Table 1. Table of results obtained in Evaluation server for our different proposals. Bold indicates best performance per metric.

Ranking Team ID mAP

1 73 0.8413

2 42 0.7810

3 39 0.7322

10 81 0.6191

20 35 0.5166

30 66 0.3623

41 75 0.0368

Table 2. Table of track 2 leader board: City-Scale Multi-Camera

Vehicle Re-Identification. Bold indicates this system approach.

Moreover, the module of appearance and structure fea-

ture extraction is included. As we can see in table 1, it

supposes an increase in terms of mAP with respect to the

feature 1, 2 or 3 due to the introduction of the video-based

feature. If we compare the ensemble of the three appear-

ance features with the ensemble with the three features and

also the appearance and structure video-based one, this last

one provides an improvement of 8.96%. As earlier noted,

including method 2 of the trajectory information gives an

improvement, in this case of 5.9%.

Figure 3 shows the visual result of two specific queries

for Feature-1 compare with the assembling of the three fea-

tures and fourth one (appearance and structure). In case

of using only feature-1 it returns more false matches. Then,

Figure 4 shows the ReID result of two different queries. The

upper row for each query belongs to the results of ensemble

the Features 1-2-3 and the appearance and structure feature,

and the lower row corresponds to the same feature ensemble

(using the four features) and includes the trajectory infor-

mation using method 2. As the video-based appearance and

structure feature already provides temporal information, we

can see for the first matches that all are true positives, but

when we move in the rank list, we can see that the trajectory

information provides more true positives.

In addition, table 2 shows the results of the leader board

in the AI City Challenge 2020, where the system proposed

in this work achieved the 30th rank on the list with a

(mAP = 0.3626) using the feature ensemble method of

the four features and the trajectory method 2.

5. Conclusions

This paper presents a vehicle re-identification (ReID)

system across multiple cameras based on a feature ensemble

representation combining different appearance and struc-

ture features. In order to increase the accuracy of the

method, it includes a query expansion and temporal pool-

ing of the gallery, followed by the re-ranking of the results

and the application of two different methods to add vehi-

cle tracking information. Finally, the system reaches the

30th place in the 2020 AI City Challenge City-Scale Multi-

Camera Vehicle Re-Identification. Other feature combina-

tion or training strategies, such as including the type and

color attributes in order to refine the results, including dif-

ferent data augmentation techniques or the use of the syn-

thetic dataset, are tasks that could shed light and improve

this work in a future.
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