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Abstract

Data augmentation has been proven effective which, by

preventing overfitting, not only enhances the performance

of a deep neural network but also leads to a better gener-

alization even with limited dataset. Recently introduced re-

gional dropout based data augmentation strategies remove

(or replace) some parts of an input image with a desidera-

tum to make the network focus on less discriminative por-

tions of an image, which results in an improved perfor-

mance. However, such approaches usually possess ’strong-

edge’ problem caused by an obvious change in the pixels at

the positions where the image is manipulated. It may not

only impact on the local convolution operation but can also

provide clues for the network to latch on to, which do not

align well with the fundamental philosophy of augmenta-

tion. In order to minimize such peculiarities, we introduce

Smoothmix in which blending of images is done based

on soft edges and the training labels are computed accord-

ingly. Extensive analysis performed on CIFAR-10, CIFAR-

100 and ImageNet for image classification demonstrates

state-of-the-art results. Furthermore, Smoothmix signif-

icantly increases the robustness of a network against image

corruption which is validated by the experiments carried

out on CIFAR-100-C & ImageNet-C corruption datasets.

1. Introduction

Due to the recent advancements in deep convolutional

neural networks (DCNNs), significant performance im-

provements have been observed in various computer vi-

sion tasks such as image classification [9, 35, 22, 18], ob-

ject detection [36, 21], tracking [38, 53], anomaly detection

[57, 31, 12], and action recognition [14, 2].

These improvements can be attributed to various net-

work structures [35, 18, 22], sophisticated training algo-

rithms [16, 33, 26] as well as rapid increase in computation

power [29]. However, tricky optimization methods, ele-
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Figure 1. Overview of our proposedSmoothmix framework. Two

images (xi, xj), sampled from the training dataset, are added after

an element-wise multiplication with masks G and 1 − G respec-

tively. The resultant image x̂ is a mix of the two input images,

smoothly merged into each other.

vated training time consumption and expensive data collec-

tion process are still among the major challenges in training

deep networks.

Specifically, given that the DCNNs are capable to learn

complex underlying representations of data through vast

amounts of parameters and the number of parameters usu-

ally increase with the complexity of tasks, it is important to

have sufficient amount of data in order to train these deep

networks successfully and to achieve good performance.

However, obtaining data is not easy as it involves labori-

ous efforts in terms of acquisition and annotation. There-

fore, the capabilities of deep networks is often limited by

the available amount of training data. This may leads a net-

work towards over-fitting, hence degrading its generaliza-

tion performance. Thus, to alleviate the over-fitting and

memorization problems, various data augmentation strate-

gies [10, 58, 56, 47, 59, 50, 45, 25, 49, 7, 32] have been

proposed to increase the total amount of training data by

manipulating the existing data in various ways. Data aug-

mentation not only allows more information to be extracted
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Figure 2. Attention visualization of three different models with Class Activation Map (CAM) using ImageNet test set to examine the

impacts of strong edges on training. (a): Test images occluded with square windows. (b): Test images occluded with translucent square

boxes. (c) & (d): Results of the vanilla ResNet model tested without any occlusion (clean image). (e) & (f): Results of the model trained

using strong-edge based regional dropout method [56]. The CAM results show that the network often latches on to the occlusions due to

the presence of strong edges of the occluded areas. (g) & (h): Results of our proposed method (SmoothMix) trained using soft-edge based

regional dropout. It can be observed that the model is not effected by the occlusions as much as its other counterpart.

from limited data which usually is not possible otherwise

without additional structural changes to the network [44],

but it also can be applied together with other existing reg-

ularization techniques such as Dropout [46], Batch Norm

[30], Pretraining [13], or Transfer learning [54] to further

enhance the overall effects.

Basic augmentation methods can be as simple as manip-

ulations in a single image space such as flip, rotate, crop,

scale, translate, color transform, geometric transform, etc.

which have been widely experimented in various existing

methods [18, 35, 43]. In addition, regional dropout based

methods [10, 11, 15, 6, 46] have also been proposed which

prevent the network from focusing only on the characteris-

tic points and encourage it to recognize an object by con-

sidering the entire information within an input. Generally,

it is done by intentionally dropping random areas of the in-

put [10, 59, 45]. Though regional dropout methods help to

improve network generalization, Yun et al. [56] pointed out

that such deletion of regions may also result in a loss of in-

formation, and suggested to cut and paste several portions

of different training data in order to prevent this loss as well

as to minimize the addition of meaningless pixels such as

zero padding [10, 45] or random noise [59].

Overall, these regional dropout methods may lead to-

wards a ‘strong-edge’ problem due to the drastic change

in pixels because of the dropped (or pasted) regions [47,

10, 56, 15, 59, 45]. Consequently, two side-effects can

be induced: first, unusual sudden change in pixels may

affect local convolution operations. Second, such appear-

ances become a characteristic that a network can latch on to,

therefore conflicting with the primary purpose of regional

dropout.

In order to investigate the impacts of training with

strong-edge based regional dropout, we devised an exper-

iment in which a square box is drawn randomly over test

images before inferring a trained model. Figure 2 shows

the Class Activation Map (CAM [60]) results as well as the

class prediction probability output of three different mod-

els including vanilla ResNet [22], a model trained using

strong-edge based regional dropout, and a similar but soft-

edges based trained model. Two types of tests have been

conducted, one occluded with randomly positioned boxes

having 50% transparency and no borders while the other

occluded with randomly positioned boxes having 100%

transparency and thick borders, as shown in Figures 2a &

2b. The purpose of this experiment is to examine whether



strong-edge based dropout contributes towards a deterio-

rated performance of the model. It can be observed that

in the case of the model trained with strong-edge based re-

gional dropout (Figures 2e & 2f), the focus of the network

is diverted and it can be seen latching on to the occluded

region. While the results also show that the class prediction

of this strong-edge based regional dropout model is often

similar to the other two models, the probability output is

not as high as the approach with soft-edge based regional

dropout. For example, in the Beer Bottle case, the Resnet

model in Figure 2c predicts correct class with a probabil-

ity of 0.511. Strong-edge based trained model, although

improves over the vanilla ResNet model, gets distracted by

the box occlusion and does not show significant improve-

ment in the confidence scores. In contrary, the soft-edge

based model in Figure 2g, shows a significant improvement

in class prediction scores over its counterpart models.

Based on these observations, we propose to minimize

the strong-edge problem by introducing smooth change in

the boundary between the two contributing images. There-

fore, instead of cropping and pasting one portion of an im-

age onto the other, we generate a smoothly transitioning

mask and use this to blend two different training images

to form an augmented sample. Example shown in Fig-

ure 1 demonstrates that our proposed image blending ap-

proach does not leave any strong-edge, hence removes the

aforementioned vulnerabilities present in the conventional

systems. The proposed approach avoids strong-edge and

partially preserves pixel information from both images by

shifting gradually rather than a sudden change in the val-

ues, meanwhile maintaining the regional focusing effect

of the dropout based augmentation methods. It demon-

strates state-of-the-art results for image classification task

by achieving error rates of 2.98% on CIFAR-10, 14.47% on

CIFAR-100 and 22.25% on ImageNet Datasets. Moreover,

due to the pixel-level manipulation of training images, the

method also demonstrates robustness against image corrup-

tions by yielding 2.96% and 1.03% performance gains over

its counterpart approaches on ImageNet-C and CIFAR-100-

C datasets, respectively.

In summary, the contributions of our paper are as fol-

lows:

• It is among the first few to discus the strong-edge prob-

lem in regional dropout methods and devise a solution

for it.

• The proposed method achieves state-of-the-art perfor-

mance in image classification task on CIFAR-10 [34],

CIFAR-100 [34] and ImageNet [8].

• Extensive analysis on CIFAR-100-C and ImageNet-C

[24] corruption datasets demonstrates that our pro-

posed approach also provides significant robustness

against image corruption, making it well suited

towards real-world applications where noise is sus-

ceptible.

2. Related Works

Data augmentation can help in preventing overfitting

and improving generalization capability of a network. The

widely popular augmentation methods are simple manipu-

lations in image space such as flip, rotate, crop, scale, trans-

late, color transform, geometric transform, etc. which have

been utilized by various researchers[18, 35, 43].

Furthermore, several regularization techniques such as

Dropout [46], Batch Normalization [30], Pretraining [13],

Transfer learning [54] are also employed for the same

objective of improving generalization. Some researchers

also proposed feature dropout as a regularization [55, 28]

whereas Ghiasi et al. [15] used dropout in convolution fil-

ters. Another domain of research is to find optimal com-

binations of augmentation techniques for a robust training

on diverse datasets [7, 19, 25]. Our approach is based on

regional dropout in which portions of images are replaced

with either noise or another image. However, in this section,

we also introduce several other types of data augmentation

strategies such as kernel filter, noise injection, and image

mixing, adopted in the recent works.

Kernel filter augmentation is to modify a training image

by using different kernels to achieve effects such as blur-

ring [17] to reduce noise effect or sharpening [5] to high-

light clear edges. He et al. [20] used Gabor function as ker-

nel filters with an aim to catch directional representations

in images. Kang et al. [32] proposed PatchShuffle to ran-

domly shuffle the pixels with a kernel window to regularize

the network by distorting the original form of an object.

Noise injection is a method of injecting noises into an im-

age with a goal to increase the robustness of a network

against occlusions and resolution degradation [42, 4, 39].

Vincent et al. [52] proposed to train an auto-encoder with

noise injection to learn strong representations that are ro-

bust to partial corruption in input. He et al. [23] introduced

Parametric Noise in which a trainable layer is used to inject

Gaussian noise into activation.

Image mixing combines several images to create new sam-

ples as well as labels which are usually proportional to the

ratio between labels of the contributing images. Such mix-

ing can be performed either in image space [58, 50] or fea-

ture space [51]. Raphael et al. [37] proposed to overlay a

Gaussian noise patch on an image to generate local distur-

bance. However, its original label is preserved as the opera-

tion does not involve other images. Summers and Dinneen

[47] suggested to adopt several mixup methods and to create

region-focused labels.

Regional dropout is commonly performed as image-level



Algorithm 1: SmoothMix pseudo code.

Input : Input images xi, xj , and corresponding

labels yi, yj
Output: Blended image x̂ and label vector ŷ of the

blended image

1 if probability > p then

2 G, λ = generate mask(shape properties)

3 x̂ = (G⊗xi) ⊕ ((1−G)⊗ xj)
4 ŷ = λ yi + (1− λ) yj
5 return x̂, ŷ

6 end

augmentation which randomly replaces part of an image

with zeros or random noise while preserving the original

label [10, 59]. Choe et al. [6] proposed attention based

dropout to improve the localization of a network in which

important regions of an image are deleted and the network

is forced to learn the representations of less-important re-

gions. [45] also proposed a grid mask based approach in

which portions of images corresponding to several boxes

of grids are deleted randomly. The architectures proposed

in [56, 49] take advantage of both image mixing and re-

gional dropout methods, by filling the dropped regions with

patches from other images to improve the utilization of in-

formation as well as the computations.

Overall, our proposed method is different from all kernel

filters and noise injection based methods as well as most of

the image mixing and regional dropout based methods as

our approach takes two different images to create an aug-

mented input. In essence, our method is similar to the works

in [37, 56, 47]. However, we attempt to reduce the effects of

strong edges which are commonly present in these conven-

tional approaches. We propose to smoothly blend two dif-

ferent images from the training dataset not only to avoid the

problems of training based on strong edges but also make

the network robust to noise in the test images.

3. Proposed Method

In this section, we present our Smoothmix approach.

The overall process is shown in Algorithm 1. At the be-

ginning of each iteration, whether to perform Smoothmix

is randomly decided by a probability p. Then, given that

the Smoothmix is being applied, a smoothly transitioning

mask G is generated based on the shape properties such as

width, height, spread, etc of the mask. Two training im-

ages xi and xj are then element-wise multiplied with G and

1−G, respectively, and the outputs are element-wise added

to create a new training sample x̂. The corresponding label

vector ŷ is then generated using the labels yi and yj of the

input images xi and xj . Details of each step are discussed

next:

3.1. Mask Generation

Generation of a mask G is dependent on several factors

such as width, height, spread of the smoothing area, etc.

Moreover, based on the shape of the mask, various proper-

ties may be included or excluded. For example, in our pro-

posed approach, we conduct experiments with two different

kinds of masks i.e. circular and square. More details on

this are provided in the subsequent portions of this section.

Generally, G can be defined using its center point coordi-

nates [µw, µh] and spread σ in the image space. µw and µh

are uniformly sampled from within the range of width W

and height H respectively, of the input images. The overall

formulation is given as:

µw ∼ Unif(0,W ) , µh ∼ Unif(0, H). (1)

Furthermore, σ defines the spread of a mask which means

increasing its value will increase the size of the masked re-

gion and widen the smoothing area between xi and xj .

Given the shape properties ∈ {σ, µ,W,H}, a mask G

can then be defined as: G ∈ [0, 1]W×H . Moreover, as given

in Algorithm 1, λ is an accumulated sum of the mask area

representing the ratio between the two contributing images.

It is a critical variable as it helps in determining the label

of the resultant image created after the augmentation. For a

mask G, λ can be calculated as:

λ =

∑W

i=1

∑H

j=1
Gij

W ×H
, (2)

where Gij denotes pixel values of ith row and jth column

in G. λ can also be seen as the average strength of all active

pixel values within G.

3.2. Blending Images and Labeling

Given G and λ, an augmented training sample x̂ and its

label ŷ can be generated as shown in Algorithm 1. Given,

the dataset D contains images x ∈ RW×H×C , where each

image xi is paired with its label yi as (xi, yi) ∼ D. An aug-

mented image x̂ and its label ŷ for training can be generated

from two arbitrary images xi, xj and the corresponding la-

bels yi and yj , as:

x̂ = (G⊗ xi)⊕ ((1−G)⊗ xj), (3)

where ⊗ and ⊕ denote element-wise multiplication and ad-

dition, respectively. The resultant image x̂ contains portions

of the two input images blended smoothly into each other.

Label ŷ of the augmented image x̂ is generated based on

the proportional ratio λ between the labels yi and yj of the

two contributing images xi and xj as:

ŷ = λyi + (1− λ)yj , (4)
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Figure 3. Comparison of the masks used in conventional architectures with the masks used in our proposed approach. xi and xj are the

two images used to create an augmented image. The graph below each mask shows the ratio between xi and xj on a horizontally sliced

plane placed in the center of the image. (a) Cutout [58]: Random rectangular region of an input image is filled with zero pixels. (b) Cutmix

[56]: Cut and paste a patch of xj onto xi. Strong edges appear around the boundaries of these pasted patches. (c) SmoothMixS : Our

proposed approach to cut and paste patches. The images are linearly interpolated around the boundaries, hence alleviating the strong-edge

problem. (d) SmoothMixC : Our proposed approach to use a Gaussian circle mask to blend xi and xj . As a result, the boundary between

images become smooth and ambiguous.

3.3. Types of Masks

As previously explained, the strong-edge phenomenon

can often impact negatively on the performance of regional

dropout based augmentation approaches. Examples in Fig-

ure 2 show that the network trained using such fashion may

latch on to the boundaries or occluded regions due to the

presence of strong edges.

To overcome this phenomenon, we propose to soften the

edges which can effectively hide the locations of merger and

helps in better generalization of a network. Among the vari-

ous design choices possible for the shape of the mask in our

proposed approach, we systematically selects two different

kinds in our experiments.

Square mask: Most of the existing augmentation meth-

ods are based on square or rectangular shapes [10, 56, 58,

47, 49, 59, 45, 15]. Therefore, to have a fair comparison,

we adopt a similar masking technique as proposed in con-

ventional approaches [56, 47] with the only difference of

smoothed borders. Throughout the rest of our paper, this

approach will be referred to as SmoothMixS . As shown

in Figure 3c, SmoothMixS contains smooth border val-

ues which gradually dissipate in the outward direction. The

range of smooth region k is kept proportional to the patch

size. From one end of the border to the other, images xi

and xj are linearly blended, resulting in a smooth transi-

tion. One dimensional mask in SmoothMixS is given as:

Gdim =











max(0,− 1

2k
(x− (µdim + σ

2
)) + 1

2
) , if x ≥ µdim + σ

2
− σ

k

max(0, 1

2k
(x− (µdim − σ

2
)) + 1

2
) , if x ≤ µdim − σ

2
+ σ

k

1 , otherwise

(5)

where, σ is the span of the mask and dim ∈ {w, h}. Finally,

the two-dimensional G is created as:

G = Gw ⊗Gh (6)

This approach preserves the same amount of blended

pixel information as compared to the similar conventional

methods [10, 56], however due to the blended borders, it re-

duces the chances of a network to latch on to a property that

may help in locating the added regions.

Circle mask: In addition to the SmoothMixS , we

also exploit the Gaussian distribution to generate circu-

lar masks, which are intuitively more viable in our pro-

posed setting. This configuration will be referred to as

SmoothMixC throughout the rest of our paper. Similar

to the SmoothMixS , SmoothMixC also blends two im-

ages with pixel-level ratio estimated using a mask G. How-

ever, G in this case takes the shape of a Gaussian distribu-

tion, generated by an outer product of two one-dimensional

Gaussian distributions as follows:

Gw = e−
(x−µw)2

2σ2 , Gh = e−
(x−µh)2

2σ2 (7)

Finally, the two-dimensional G is created using Equation 6.

A visualization of this mask is provided in Figure 3d.

4. Experiments

The evaluation results of Smoothmix for image classi-

fication on three different image datasets are reported in this

section. In addition, robustness tests on two image corrup-

tion datasets as well as ablation studies for hyper-parameter

selection are also provided.



Model Top-1 ERR(%) Top-5 ERR(%)

Baseline(PyramidNet-200) [18] 16.45 3.69

+ Stochdepth [28] 16.73 3.37

+ Cutout [10] 16.53 3.65

+ DropBlock [15] 15.73 3.26

+ Mixup [58] 15.63 3.99

+ Manifold Mixup [51] 16.14 4.07

+ Shakedrop [55] 15.08 2.72

+ Cutmix [56] 14.47 2.97

+ SmoothMixS 14.74 3.3

+ SmoothMixC 14.47 2.99

Table 1. Image classification results on CIFAR-100 dataset. Best

and second-best are highlighted as bold and italic respectively.

Evaluation criteria Considering its popularity of usage in

many existing works [28, 10, 58, 56, 47, 25, 59], our per-

formance comparison of the image classification results is

based on top-1 and top-5 error rates (ERR).

Parameters and Implementation Details. All models are

implemented and experimented in Pytorch [40]. Image

samples xi and xj are arbitrarily selected within a mini-

batch, with a random permutation of the index to obtain

pairs. In all our experiments related to SmoothMixS , k

is set to 0.2 and σ is uniformly sampled between 0 to 1.

Whereas for experiments related to SmoothMixC , sigma

is obtained randomly in the range 0.25 ∼ 0.5 of the training

image size. Until stated otherwise, above mentioned exper-

imental settings have been used. However, in an ablation

study presented in the subsequent parts of this section, we

also examine the effects of these hyper-parameters.

4.1. Image Classification

4.1.1 Dataset

CIFAR-100 [34] This small-scale but challenging image

dataset contains 60,000 images belonging to 100 different

classes such as aeroplane, bird, cat, etc. Its train split con-

tains 50, 000 images whereas test split consists of 10, 000
images. Each image is of 32 × 32 pixels resolution. Our

approach is implemented using PyramidNet-200 [18] with

the widening factor α̃ = 240. Training is conducted for 300

epochs with the mini-batch of size 32. The initial learning

rate is set to 2.5× 10−1 and decayed after every 75 epochs

by a factor of 10−1. Cross entropy loss [41] and stochastic

gradient decent [3] are adopted for optimization. Probabil-

ity p to perform Smoothmix is set to 0.5.

CIFAR-10 [34] It is also a small-scale dataset which con-

tains a total of 60, 000 images belonging to 10 classes. All

images are of 32 × 32 pixels resolution. Similar to the

CIFAR-100 dataset, the training split in CIFAR-10 also has

50000 images whereas the test split contains 10000 images.

Training properties of our models are also kept identical to

the experimental setting in CIFAR-100 dataset.

Imagenet [8] It is a large-scale dataset of 1.2 million im-

ages belonging to 1,000 different classes. The dataset also

Model Top-1 ERR(%)

Baseline(PyramidNet-200 [18]) 3.85

+ Cutout [10] 3.1

+ Mixup [58] 3.09

+ Manifold mixup [51] 3.15

+ Cutmix [56] 2.88

+ SmoothMixC 2.98
Table 2. Image classification results on CIFAR-10 dataset.

contains 50,000 publicly available validation images. To

keep the consistency in experimental setup with other re-

lated works [15, 18, 48, 27], five standard image augmenta-

tion techniques i.e. scaling, cropping, flipping, jittering and

lighting are also used. Resnet-50 [22] with α = 1 is used for

training. Training is carried out for 300 epochs with a mini-

batch size of 128. The initial learning rate is set to 10−1 and

decayed after every 75 epoch by a factor of 10−1. Cross en-

tropy loss [41] and stochastic gradient decent [3] are also

employed. The probability p to perform Smoothmix is set

to 1.

4.1.2 Image classification results

Image classification is among the challenging problems in

computer vision in which a network should recognize the

objects inside images and predict the classes accurately.

The results of the experiments carried out using CIFAR-

100, CIFAR-10 [34] and ImageNet [8] datasets are provided

with comparisons against other conventional approaches

[28, 10, 15, 58, 51, 7, 55, 56, 25, 45].

Results on CIFAR-100. The experiments conducted on

CIFAR-100 dataset serves two purposes. In addition to

evaluate our method against the conventional architectures,

we also compare the performances of our proposed two ap-

proaches SmoothMixS and SmoothMixC . As seen in

Table 1, while SmoothMixS outperforms several strong

edge based regional dropout methods [10, 15], it falls

slightly behind SmoothMixC . Based on this observation,

for the rest of the evaluation in this paper, we only employ

SmoothMixC for standard comparisons. It can also be no-

ticed in Table 1 that SmoothMixC demonstrates state-of-

the-art results by achieving a Top-1 EER of 14.47% and a

Top-5 EER of 2.99%.

Results on CIFAR-10. Table 2 provides comparison of our

approach with other state-of-the-art methods [10, 58, 51,

56]. SmoothMixC shows a slight degradation of 0.1% in

performance compared to [56] by achieving a Top-1 EER of

2.98%. However, not only it achieves a performance gain of

0.87% over baseline, it also surpasses other related methods

trained for the said task.

Results on ImageNet. Table 3 provides the image classifi-

cation performance results of SmoothMixC and its com-

parison against state-of-the-art methodologies [10, 45, 22,

58, 51, 7, 25, 15, 56]. SmoothMixC yields an absolute



Model Top-1 ERR(%) Top-5 ERR(%)

Baseline(Resnet-50) [22] 23.68 7.05

+ Cutout [10] 22.93 6.66

+ Hide-and-Seek [45] 22.8 x

+ StochDepth [28] 22.46 6.27

+ Mixup [58] 22.58 6.4

+ Manifold Mixup [51] 22.5 6.21

+ AutoAugment [7] 22.4 x

+ AugMix [25] 22.47 6.06

+ Drop block [15] 21.87 5.98

+ Cutmix [56] 21.4 5.92

+ SmoothMixC 22.34 6.37

Table 3. Image classification results on Imagenet dataset.

gain of 1.34% in Top-1 ERR and a gain of 0.68% in Top-5

ERR. Overall, our approach demonstrates comparable re-

sults. In addition, we also demonstrate in the following por-

tions of this section that our model shows superior perfor-

mance in terms of stability and robustness against noise.

4.2. Corrupted Image classification

4.2.1 Datasets

As proposed by Hendrycks et al. [24], several corruptions

are systematically introduced in the test splits of CIFAR-

100 [34] and ImageNet [8] datasets to generate CIFAR-100-

C and ImageNet-C. This method is generally employed to

measure resilience of a trained model against data shift.

ImageNet-C It consists of 15 different image corruptions

sub-categorized into four major types i.e. noise, blur,

weather, and digital corruptions. Each of these 15 corrup-

tions are applied at five different levels, showing different

intensities of the corruption added to the dataset.

CIFAR-100-C It consists of 19 different corruptions, sub-

categorized into the same four major types i.e. noise, blur,

weather, and digital corruptions. There is only one level of

corruption intensity in this dataset.

In order to evaluate SmoothMixC , we define a base-

line architecture which employs strong-edge based regional

dropout approach. In essence, the baseline is kept simi-

lar to the model introduced in [56] and the performance of

SmoothMixC against this baseline is reported in the fol-

lowing subsections. The reason we select this architecture is

because it has shown exceptional performance against sev-

eral state-of-the-art methods in image classification tasks,

as shown in the previous section. For implementation and

experimentation, the model trained with ImageNet dataset,

provided online [1] by Yun et al. [56], is used.

4.2.2 Corrupted image classification results

Results on CIFAR-100-C Results from the experiments on

this dataset are reported in Table 4. It can be seen that

SmoothMixC performs robustly against several types of

Corruption type Baseline[56] SmoothMixC

Noise Gaussian noise 92.38 88.4

Shot noise 85.29 80.67

Impulse noise 83.13 91.94

Speckle noise 82.99 79.49

Blur Defocus blur 29.78 30.5

Glass blur 74.47 79.71

Motion blur 36.27 34.52

Zoom blur 33.05 35.07

Gaussian blur 39.53 39.05

Weather Brightness 18.89 18.01

Fog 26.19 21.52

Frost 40.73 35.41

Snow 32.06 30.12

Spatter 23.82 31.05

Digital Saturate 26.9 25.81

Pixelate 46.53 42.86

Contrast 33.72 26.06

Elastic transform 31.85 32.37

Jpeg compression 54.1 49.6

Average 46.93 45.90

Table 4. Image classification results on CIFAR-100-C corruption

dataset.

image corruptions. Overall, it yields an average improve-

ment of 1.03% top-1 ERR when compared with the base-

line. In total, SmoothMixC outperforms the baseline in

fourteen out of the nineteen total image corruption cate-

gories which shows its robustness against noise in the im-

ages.

Results on ImageNet-C The detailed comparisons be-

tween the results from our proposed SmoothMixC and

the baseline are provided in Table 5. It can be seen that

SmoothMixC shows better performance in all five levels

of corruptions added to the test images. Over the baseline,

it also yields an average improvement of 2.97% in Top-1

ERR. Overall, our proposed approach shows superior av-

erage results in nine out of fifteen image corruption cate-

gories, while demonstrating comparable performance in the

other six.

The robustness of our proposed approach against noise

can be attributed to the smooth edge based training which

encourages our network to overlook the deteriorated im-

age quality at the edges of mask and focus on the rest of

the image. Therefore, in terms of noisy images, our pro-

posed approach overlook the noise regions and yet classifies

the object successfully. It may also be the reason why our

model does not perform well in the case of blurred dataset,

as shown in Table 4 and 5.

4.2.3 System Stability

In order to evaluate the capability of our system to produce

similar results on several training runs, we conducted an

experiment on CIFAR-100 dataset. SmoothMixC and the

baseline models are repeatedly trained five times and an av-



ImageNet-C level 1 level 2 level 3 level 4 level 5 Average.Level

Corruption Type Baseline[56] SmoothMixC Baseline[56] SmoothMixC Baseline[56] SmoothMixC Baseline[56] SmoothMixC Baseline[56] SmoothMixC Baseline[56] SmoothMixC

Noise Gaussian noise 37.94 35.46 47.46 43.56 62.71 58.02 78.49 74.00 99.64 99.69 65.25 62.15

Shot noise 40.41 37.59 51.95 48.55 65.77 62.72 82.47 81.02 90.23 90.20 66.17 64.02

Impulse noise 52.49 46.88 61.39 54.84 67.25 61.21 80.64 76.73 91.08 90.12 70.57 65.96

Average.Noise 43.61 39.98 53.60 48.98 65.24 60.65 80.53 77.25 93.65 93.34 67.33 64.04

Blur Defocus blur 40.52 42.89 48.29 49.36 64.84 66.17 76.95 78.06 85.08 86.45 63.14 64.59

Glass blur 47.03 47.75 62.08 62.78 84.83 85.77 89.44 90.31 92.66 93.63 75.21 76.05

Motion blur 35.00 35.95 45.10 45.95 62.17 62.23 78.36 78.32 86.01 86.10 61.33 61.71

Zoom blur 45.82 45.98 55.68 54.79 63.60 62.33 69.97 68.40 76.03 74.56 62.22 61.21

Average.Blur 42.09 43.14 52.79 53.22 68.86 69.13 78.68 78.77 84.95 85.19 65.47 65.89

Weather Snow 44.88 41.87 67.26 60.02 64.11 58.50 75.27 70.09 81.06 73.95 66.52 60.89

Frost 39.24 35.75 56.06 47.49 67.50 56.95 69.49 58.03 76.27 64.49 61.71 52.54

Fog 35.51 30.87 40.56 32.34 49.14 35.78 56.00 40.36 73.62 52.60 50.97 38.39

Brightness 26.70 27.55 27.85 28.57 29.80 30.42 33.59 33.67 39.25 38.88 31.44 31.82

Average.Weather 36.58 34.01 47.93 42.11 52.64 45.41 58.59 50.54 67.55 57.48 52.66 45.91

Digital Contrast 31.44 30.82 35.40 33.39 44.59 39.10 71.94 57.80 92.78 80.86 55.23 48.39

Elastic transform 32.10 33.12 52.94 54.52 47.48 50.59 61.63 64.72 86.15 88.23 56.06 58.24

Pixelate 35.06 35.76 38.43 39.32 50.89 46.56 70.74 61.06 82.61 71.99 55.55 50.94

Jpeg compression 34.62 35.98 38.16 39.55 40.70 42.19 49.60 49.87 62.26 59.32 45.07 45.38

Average.Digital 33.31 33.92 41.23 41.70 45.92 44.61 63.48 58.36 80.95 75.10 52.98 50.74

Average.All 38.90 37.76 48.89 46.50 58.16 54.95 70.32 66.23 81.77 77.78 59.61 56.64

Table 5. Image classification results on ImageNet-C dataset.

Model Average Top-1 ERR

Baseline[56] 14.95± 0.410
SmoothMixC 14.82± 0.292

Table 6. Stability comparison on CIFAR-100 dataset.

Model Top-1 ERR(%)

Baseline(PyramidNet-200 [18]) 16.45

+ Center Gaussian(sigma = 4) 15.22± 0.20(Best : 15.05)
+ Center Gaussian(sigma = 12) 15.03± 0.21(Best : 14.79)
+ SmoothMix 14.81 ± 0.26(Best : 14.47)

Table 7. Impact of mask location tested on CIFAR-100 dataset.

Model Top-1 ERR(%)

Baseline(PyramidNet-200 [18]) 16.45

+ SmoothMix(σ = 8) 14.94± 0.18(Best : 14.67)
+ SmoothMix(σ = 12) 14.88± 0.21(Best : 14.57)
+ SmoothMix(σ = 16) 14.79 ± 0.23(Best : 14.49)
+ SmoothMix(σ = [8, 16]) 14.81± 0.26(Best : 14.47)

Table 8. Impact of mask size tested on CIFAR-100 dataset.

erage of the performance is reported in Table 6. The training

setting is kept same as described in Section 4.1.2. It can be

seen that our proposed approach shows stable performance

by not only demonstrating low standard deviation but also a

smaller average Top-1 ERR %.

4.3. Ablation on hyper­parameter selection

In a series of experiments, we explore different possi-

ble settings of Smoothmix in terms of µ and σ. The per-

formance of these experiments are compared against the

baseline PyramidNet-200 [18] network, as described in Sec-

tion 4.1.2. The experiments are conducted on CIFAR-100

dataset for image classification. Each experiment is repeat-

edly performed five times and statistics such as average,

standard deviation, and top performance are reported in Ta-

bles 7 and 8. Table 7 shows the effects of changing µ val-

ues. µ, which is the center of G in our model, is sampled

based on a Gaussian distribution of size sigma. It can be

seen that with this expansion of sampling Gaussian distri-

bution (increasing sigma as in Table 7), the model shows

superior average performance. It depicts the importance of

more randomization in the system to select several locations

for masking.

Table 8 shows the effects of changing mask size. As ex-

plained in Section 3.1, σ defines the spread of G. Using

fixed size sigma ranging from 8 to 16 in each experiment

shows comparable performances. However, in the case we

randomize the sigma value in one experiment, the method

shows better performance than the other counterparts hav-

ing fixed sigma values. This also demonstrates the impor-

tance of randomization in augmentation methods such as

ours.

5. Conclusion

This paper presents Smoothmix, a data augmenta-

tion approach that generates mask with softened edges to

smoothly blend two images with an aim to avoid ’strong-

edge’ problem. Alleviating the sudden change in pixel

around the image boundary resulted in an overall improved

performance. The proposed method demonstrates state-of-

the-art results by yielding a top-1 error rate of 14.47% on

CIFAR-100, 2.98% on CIFAR-10, and 22.25% on Ima-

genet dataset. Moreover, our model also depicts stability

in training as well as robustness against image corruption

by achieving 1.03% and 2.98% improved performance from

the baseline on CIFAR-100-C and ImageNet-C corruption

datasets, respectively.
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