Abstract

Modeling the spatial structure of crop inputs is of great importance for accurate yield prediction. It is a fundamental step towards optimizing the spatial allocation of resources such as seed and fertilizer. We propose two distinct architectures of Multi-Stream Convolutional Neural Network (MSCNN) - Late Fusion (LF) and Early Fusion (EF) - to model yield response to seed and nutrient management. A study presents a comparison between proposed models with conventional 2D and 3D CNN architectures, and existing agronomy methods. The dataset used to train and test the models is constructed using on-farm experiment data from nine corn fields across the US together with multispectral satellite images. Results show that the MSCNN-LF achieved a 20% reduction of the prediction’s mean squared error value when compared to a 3D CNN, and a 26% reduction when compared to a 2D CNN. An optimization algorithm uses the MSCNN-LF model’s gradient to change the manageable inputs variables in a way the expected profit is maximized subject to resource constraints. It is shown that an increase of up to 5.2% on expected crop yield return is obtained when compared to usual management practices.

1. Introduction

Improving crop nutrient management is an essential step towards solving the food security problem [12]. Traditional farm management practices have led to excessive fertilization of crops, generating a surplus nutrient flow that pollutes the water system [7]. Additionally, this outdated management does not necessarily result in the highest possible yield. Despite ongoing research in modeling and data generation, the improvement of decision tools is yet to reach its full potential [3]. New methods are needed to take full advantage of new field technologies (e.g., variable-rate applicators, and yield monitors) and create decision aid tools to help farmers increase production while accounting for environmental impacts [1].

In order to create decision tools, descriptive and predictive models of the process are necessary. Many models have been proposed that relate environmental and management variables to crop yield [14]. They can be separated into statistical models [23, 16] and analytic crop models [2]. While analytic crop models are dynamic system simulations based on variables that may not be measurable by farmers, statistical models are constrained by the representativeness of training dataset.

On-Farm Precision Experimentation (OFPE) is often used to improve statistical models [21, 28] by generating site-specific representative data. However, even at a field scale, the spatial structure of environmental and management variables may affect the yield through events such as nutrient and water transportation [34]. Therefore, the spatial structure of environmental and treatment variables plays an important role when trying to create a predictive model for yield. Moreover, the interaction among different explanatory variables may depend on such spatial structures in a nonlinear way. Many spatial econometric models were developed to account for data’s spatial structure on an effort to better describe the relations between explanatory and response variables [4]. For example, Generalized Least Squares (GLS) models [27] account for spatial structure using a geostatistical semivariogram while performing linear regressions. This approach, however, uses a fixed kernel to model the influence of neighboring data in a particular sample based only on the distance between them rather than on the spatial structure of the data. Hence, a way to extract relevant spatial features from the data is needed to overcome this limitation.

A similar spatial feature extraction problem is also present in image recognition software, where Convolutional Neural Networks (CNNs) have demonstrated significantly higher performance over other methods [18]. Convolutional layers can be trained to encode relevant visual (and here we can also use the term “spatial”) features of varying complexity. In agriculture, applications of CNNs [24] usually
focus on disease [13, 20] and plant [19] classification, and image-based estimation, such as soybean leaf defoliation level [8]. To the best knowledge of the authors, the usage of CNNs to learn relevant spatial features from different explanatory variables, and model the interactions among them as a regression problem has not been explored yet.

This work proposes a Multi-Stream CNN (MSCNN) architecture to learn relevant spatial structures in different explanatory variables and use them to model the yield response to nutrient and seed rate prescriptions. Unlike multi-channel CNNs, the MSCNN does not stack inputs as channels and allows nonlinear combinations among them, which is a fundamental property of the phenomena being modeled [11]. We present two realizations (LF and EF) of the MSCNN combining the independent 2D input variables at different layer depths in the network. Data from nine corn fields across the US were used to test and compare the proposed architectures. Such fields are part of an OFPE with randomized nitrogen and seed rates prescription. The models are trained in a supervised fashion, tested, and a thorough comparative study is performed. Inspired by the backpropagation algorithm, the gradient of the MSCNN is used to derive a gradient of the profit with respect to the manageable inputs, taking network weights as constants. Finally, a gradient ascent with momentum algorithm uses the derived gradient to find the nitrogen and seed rate maps that maximize the expected yield for the next season.

The key contributions can be highlighted as: (i) a novel spatial dependency modeling for yield prediction, (ii) a framework for optimization using CNNs applied to patches of the inputs, and (iii) a comparative study of the performance of multi-stream CNNs. In our application, item (ii) leads to the nitrogen and seed prescription maps that maximize crop yield return. The remaining sections in this paper are organized as follows: Section 2 details the construction of the dataset used for testing the models; the MSCNN architecture is proposed and analyzed in Section 3, while Section 4 describes the optimization algorithm. Finally, Section 5 presents the experiments, and conclusions are made in Section 6.

2. Dataset Construction

This paper uses data from the Data Intense Farm Management (DIFM) project [6], recorded during the 2017 season. This experiment is the first large-scale OFPE with high variability in the nitrogen and seed rates. Its database contains georeferenced management and environmental data, as well as the resulting yield map. Each field in the database has on average 40 ha and 200 experimental units, represented by 85 m long and 18 m wide polygons. Nine fields were selected, from which six are rain-fed fields in Illinois (Fields 2, 4, 7, 8, and 9) and Ohio (Field 5), and three are irrigated fields in Nebraska (Fields 3 and 6) and Kansas (Field 1). Nitrogen and seed rates were randomly assigned from four different levels to each experimental unit in a field, except for field 1, where the nitrogen rate is constant. The explanatory variables in the database are nitrogen and seed rates prescription maps, elevation map, and soil’s shallow electroconductivity, which is a proxy of the organic matter in the soil. 

This work proposes a Multi-Stream CNN (MSCNN) architecture to learn relevant spatial structures in different explanatory variables and use them to model the yield response to nutrient and seed rate prescriptions. Unlike multi-channel CNNs, the MSCNN does not stack inputs as channels and allows nonlinear combinations among them, which is a fundamental property of the phenomena being modeled [11]. We present two realizations (LF and EF) of the MSCNN combining the independent 2D input variables at different layer depths in the network. Data from nine corn fields across the US were used to test and compare the proposed architectures. Such fields are part of an OFPE with randomized nitrogen and seed rates prescription. The models are trained in a supervised fashion, tested, and a thorough comparative study is performed. Inspired by the backpropagation algorithm, the gradient of the MSCNN is used to derive a gradient of the profit with respect to the manageable inputs, taking network weights as constants. Finally, a gradient ascent with momentum algorithm uses the derived gradient to find the nitrogen and seed rate maps that maximize the expected yield for the next season.

The key assumption of this work is that the yield at a single point of analysis depends on the spatial structure of observed explanatory variables around it. It is fair to assume however that the influence of neighbor data over a unit is limited to a certain range. So, by finding such range, models’ complexity can be reduced without losing valuable data, which makes the model easier to train and more data-efficient. Therefore, a variogram containing the averaged variability from all explanatory variables is constructed to compute the range that better describes the data. For the selected fields the computed range is approximately 100m, indicating that no significant higher variability is obtained when considering a greater distance between two points.

Then, a sample used as input for the proposed MSCNN

Figure 1. Rasters representing five different input variables at the same point: nitrogen rate (a), seed rate (b), elevation map (c), soil’s shallow electroconductivity (d), and satellite image (e).
model described in the next section is defined as a set of 21×21 elements rasters (one for each of the five input variables), spanning a square of 100×100m around the unit where the yield value is being considered (Figure 1). Then, to construct a dataset, rasters (with dimension equal to 21×21) are cropped from the original raster variables around each non-zero cell in the yield map. Such procedure results in a set of samples containing five rasters each and the value of yield at their respective center cell.

3. MSCNN Model

Information from five different fields’ attributes is used to model yield response to nitrogen and seed rates management. Defining how such different sources of information are combined through the network has a direct impact on model’s performance [10]. Previous papers have addressed this problem in different research areas. A CNN was proposed in [30] for flower grading, where three images are necessary for full flower’s description, and authors merged the result of independent convolutions from each image before performing sub sequential convolutions. Different architectures were also proposed to identify human actions in video data. A multi-stream architecture in [29], where inputs are combined late in the network have demonstrated better performance over models that used stacked frames as inputs [15]. A 3D convolutional neural network architecture was proposed by [31], where 3D kernels were convolved with adjacent input frames, demonstrating results comparable to the state of the art techniques. In this section we introduce the Early Fusion and Late Fusion realizations of the MSCNN and compare them to standard CNNs.

3.1. Architectures

In this work four different CNN architectures have their performance tested and compared: (i) a stacked model (ST) that combines inputs by stacking them as a multi-channel image for further 2D convolutions (Figure 2(a)), (ii) a 3D CNN using the same stack as input (Figure 2(b)), (iii) a multi-stream early fusion (MSCNN-EF) network that concatenates flattened max-pooling layers from independent convolutional layers before the fully connected layers (Figure 2(c)), and (iv) a multi-stream late fusion (MSCNN-LF) network that concatenates the outputs from single neurons coming from independent convolutional layers (Figure 2(d)).

To create a baseline, most commonly used models [25] for yield prediction were also tested together with all four architectures described. Such models are a multiple linear regression model (MLR), a fully connected artificial neural network (FC), which has received significant attention from agronomy community over the last decade [9][32][5], a support vector machine (SVM), and a random forest (RF).

Hyperparameters of each baseline model were fine tuned to obtain the best performance for comparison.
3.2. Evaluation

Yield response to nutrient management also depends on other environmental factors and management practices with whole field impact (e.g., solar radiation, planting date, seed genetics, among others). These factors vary from one field to another while being constant within the same field. Using site-specific data is a way to reduce the input space and increase the representativeness of the data aiming better recommendations to each farmer individually. So, we train and test a different model for each of the nine fields (described in Section 2) rather than creating a single model to work in all fields. However, data within a single field is often spatially autocorrelated and may lead to model over-fitting depending on the way the test set is chosen. For instance, a random partition of the data results in training and test sets depending on the way the test set is chosen. For instance, a random partition of the data results in training and test sets with very similar samples, which overcasts the generalization power of the model. So, we spatially partition the data to account for this problem as proposed by [33].

Data from each field was spatially partitioned in five stripes perpendicularly to the longest dimension of the field to maximize the distance between samples from two different partitions. Three stripes (60% of the data) were used for training the model, one (20% of the data) for validation, and one (20% of the data) for tests. A grid search was performed to define hyperparameters such as the number of filters in the convolutional layers, the number of layers and neurons in the fully connected layers, and the dropout regularization probability for all models. Each architecture was trained in the convolutional layers, the number of layers and neurons to define hyperparameters such as the number of filters in one (20% of the data) for tests. A grid search was performed to maximize the distance between samples from two different stripes perpendicularly to the longest dimension of the field.

Table 1. Crossvalidation averaged Mean Squared Error (MSE) over test dataset, yield standard deviation, and yield mean.

<table>
<thead>
<tr>
<th>Field</th>
<th>MSE</th>
<th>Yield [Kg/ha]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLR</td>
<td>FC</td>
</tr>
<tr>
<td>1</td>
<td>1.53</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>1.29</td>
<td>0.88</td>
</tr>
<tr>
<td>3</td>
<td>1.90</td>
<td>0.63</td>
</tr>
<tr>
<td>4</td>
<td>1.03</td>
<td>0.76</td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.72</td>
</tr>
<tr>
<td>6</td>
<td>1.09</td>
<td>0.51</td>
</tr>
<tr>
<td>7</td>
<td>0.75</td>
<td>0.72</td>
</tr>
<tr>
<td>8</td>
<td>1.11</td>
<td>0.94</td>
</tr>
<tr>
<td>9</td>
<td>1.10</td>
<td>0.69</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.17</td>
<td>0.76</td>
</tr>
</tbody>
</table>

3.3. Model Analysis

The MSCNN-LF model is the one with lowest MSE value over the test dataset in eight out of nine tested fields. Field three is the exception, showing a slightly higher MSE value when compared to the other CNN models. The better performance of MSCNN-LF may be explained by the way each architecture combines the input variables in the network as described next.

The CNN-ST model linearly combines the inputs element-wise at the very first convolutional layer, suppressing any possible nonlinear interaction between different attributes in the field. To make this clear, suppose a $n \times n$ kernel convolved with an $L$-channel input, and let $w_{ij}$ be the kernel’s weights, $y_{uv}$ the convolution output at position $(u, v)$, and $x_{kij}$ be the input value at channel $k$ that is aligned with $(i, j)$ kernel’s position. Then we have that $y_{uv}$ is given by (1)

$$y_{uv} = \sum_{k=1}^{L} \sum_{i=1}^{n} \sum_{j=1}^{n} (w_{ij}x_{kij}).$$

It is evident the output of the convolutional layer only contains a linear combination of the values from each input, and that the information from each separate input is not preserved. As a consequence, any nonlinear interaction between the input variables will not be modeled at the fully connected layers. One possible solution to overcome this limitation is to convolve the filter input-wise so the information from each input is carried separately through the convolutional layer. In fact, the proposed CNN-3D architecture considers the stacked different inputs as a third dimension to convolve the filter. However, even if this architecture solves the problem of carrying the information from each input and combining it in the fully connected layers,
it introduces a new undesired feature. By using this architecture, the output of the convolutional layer increases with the number of inputs, since the filters are convolved with all inputs independently. This may lead to an unnecessary increase in the number of parameters in the network, if we assume that the same filter may not be relevant (as feature extractors) for all input variables, resulting in a model with lower data efficiency.

The multi-stream architecture addresses both problems discussed above. It performs independent convolutions with the inputs while using a different set of filters for each one. When comparing the LF and EF models it is reasonable to say that LF focuses on better feature extraction from inputs while EF can model more complex interaction between variables. In addition, by reducing the dimension of each input before combining them, the LF model becomes easier to train, leading to higher data efficiency.

To construct a predicted yield map, the yield value at each position in the output raster is obtained using the MSCNN-LF model and the input maps. Figure 3 shows a qualitative comparison between predicted yield maps using the MSCNN-LF and FC model in field four. It is possible to observe that the spatial structure of the data is better captured by the MSCNN-LF model, while FC results in a “blurrier” map. The difference between the residual maps from both models shows a spatial structure that resembles the spatial distribution observed on the true yield map, indicating that the main difference between both predictions lies indeed on the spatial structure of the data. Moreover, one can observe that most of the higher values in the residuals maps are located closer to field’s borders. The data in such regions are expected to have more noise due to yield monitoring system errors caused by the change in harvester speed and direction, and cannot be explained by the selected explanatory variables.

4. Optimization Algorithm

Choosing the optimal rates of nitrogen and seeds is one of the main reasons to create a good yield prediction model. The complexity of optimizing these rates depends on the chosen model, and the MSCNN-LF introduces a much larger input search space since it maps patches of the input maps to a predicted yield value at a single point in the field. Also, such patches overlap between themselves, making the sequential optimization of each point in the field not possible. Then, we present an optimization framework for the MSCNN-LF model to find the spatial allocation of nitrogen and seeds that result in the maximum expected profit to the farmer. We propose a gradient ascent with momentum algorithm under the assumption that this is a non-convex optimization problem. The first step is to derive the gradient of yield return (total yield value discounting nitrogen and seeds costs) with respect to nitrogen and seed rate maps.

Let $A, B \in \mathbb{R}^{m \times n}$ be the matrices representing the applied nitrogen and seed rates maps respectively. Now, let $\mathcal{N}, S \in \mathbb{R}^{l \times l}$ be sets of matrices cropped from matrices $A$ and $B$ such that $l < n < m$. We define a function $f(N, S) : \mathbb{R}^{l \times l} \times \mathbb{R}^{l \times l} \rightarrow \mathbb{R}$, such that $N \in \mathcal{N}$, and...
$S \in \mathcal{S}$, that represents the MSCNN-LF model mapping a patch from nitrogen and seed rate maps to a yield value, taking environmental attributes as constants. The total crop yield is then given by $f(A, B) = \sum_i f(N_i, S_i)$, where $i$ is the index of each element in the yield map. Then, we want to derive $\nabla f(A, B)$ as in (2):

$$
\nabla f(A, B) = \left( \frac{\partial \sum_i f(N_i, S_i)}{\partial A}, \frac{\partial \sum_i f(N_i, S_i)}{\partial B} \right).
$$

(2)

Now, define a cropping function $g(C, i) : \mathbb{R}^{m \times n} \times \mathbb{N} \rightarrow \mathbb{R}^{l \times l}$ that crops a $l \times l$ matrix from $C$ around the element indexed by $i$. We also define a zero padding function $z(c, i) : \mathbb{R}^{l \times l} \times \mathbb{N} \rightarrow \mathbb{R}^{m \times n}$ that centers the original $l \times l$ matrix at element $i$ in a $m \times n$ matrix, and completes the remaining elements with zero. Then, we have that:

$$
\frac{\partial \sum_i f(N_i, S_i)}{\partial A} = \sum_i z \left( \left( \frac{\partial f(N_i, S_i)}{\partial N_i}, \frac{\partial f(N_i, S_i)}{\partial S_i} \right) \right).
$$

Similarly,

$$
\frac{\partial \sum_i f(N_i, S_i)}{\partial B} = \sum_i z \left( \left( \frac{\partial f(N_i, S_i)}{\partial N_i}, \frac{\partial f(N_i, S_i)}{\partial S_i} \right) \right).
$$

Fortunately, all elements of $\frac{\partial f(N_i, S_i)}{\partial N_i}$ and $\frac{\partial f(N_i, S_i)}{\partial S_i}$ are easily obtained from the MSCNN-LF model's gradients computed for the backpropagation algorithm. With (2) derived, our final goal is to maximize the crop yield return discounting the costs from nitrogen and seeds, which can be formulated as:

$$
\max_{A, B} \left( p_v f(A, B) - p_N \sum_{u,v} A_{(u,v)} - p_S \sum_{u,v} B_{(u,v)} \right)
$$

subject to: $N_{\text{min}} \leq A_{uv} \leq N_{\text{max}}, \forall (u, v)$

$$
S_{\text{min}} \leq B_{uv} \leq S_{\text{max}}, \forall (u, v),
$$

where $p_v$, $p_N$, and $p_S$ are the prices per smallest unit area of corn, nitrogen, and seed, respectively, and the rates of nitrogen and seed are bounded by minimum and maximum values. The boundary values come from the rates applied during the on-farm experiment, since the MSCNN-LF model is not trained with values above or below them. Finally, let $P_N$ and $P_S$ be $m \times n$ matrices containing all their elements equal to $p_N$ and $p_S$ respectively. Then we write the gradient of (3) as:

$$
\nabla Y(A, B) = \left( p_v \sum_i z \left( \frac{\partial f(N_i, S_i)}{\partial N_i}, i \right) - P_N ,
$$

$$
p_v \sum_i z \left( \frac{\partial f(N_i, S_i)}{\partial S_i}, i \right) - P_S \right).
$$

(4)

In order to ensure our optimization algorithm is based on a model where the manageable variables (i.e. nitrogen and seed rates) are really relevant (and not vanished by more relevant environmental inputs), a sensitivity index based on partial derivatives [22] is obtained by (5):

$$
\zeta_i = \frac{1}{L} \left[ \sum_{k=1}^L \left( \frac{\partial f(N_k, S_k)}{\partial i} \right)^2 \right],
$$

(5)

where $L$ is the number of available training samples, and $i$ is the input label. In our experiment, $i$ indexes the set \{NR, SR, Elev., EC., Soil\}. As the value of the partial derivative depends on the point of the input space it is being evaluated, our sensitivity index takes in account the partials for every sample in our training dataset. Notice that each element $i_k$ in the input map has its gradient dependent on the cropped inputs (Figure 4), with $N_k$ and $S_k$ being the only manageable inputs. Table 2 shows the index $\zeta_i$ for each input for the nine studied fields, revealing that the model is in fact sensitive to the selected manageable variables. Field 1 is an exception, showing an index of zero for nitrogen rate, which is expected since a constant rate was used for this field during the OFPE.

![Figure 4. Region for gradient evaluation of $i_k$.](image)

<table>
<thead>
<tr>
<th>Field</th>
<th>NR</th>
<th>SR</th>
<th>Elev.</th>
<th>EC.</th>
<th>Soil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>2.86</td>
<td>0.84</td>
<td>0.14</td>
<td>0.45</td>
</tr>
<tr>
<td>2</td>
<td>1.98</td>
<td>1.54</td>
<td>1.22</td>
<td>0.65</td>
<td>0.71</td>
</tr>
<tr>
<td>3</td>
<td>1.22</td>
<td>5.23</td>
<td>0.11</td>
<td>0.25</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>0.86</td>
<td>1.11</td>
<td>1.48</td>
<td>0.74</td>
<td>0.31</td>
</tr>
<tr>
<td>5</td>
<td>0.76</td>
<td>0.22</td>
<td>0.83</td>
<td>0.47</td>
<td>0.38</td>
</tr>
<tr>
<td>6</td>
<td>2.81</td>
<td>3.51</td>
<td>0.17</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>7</td>
<td>1.45</td>
<td>0.92</td>
<td>0.38</td>
<td>0.22</td>
<td>0.46</td>
</tr>
<tr>
<td>8</td>
<td>0.63</td>
<td>0.55</td>
<td>2.32</td>
<td>0.02</td>
<td>0.17</td>
</tr>
<tr>
<td>9</td>
<td>1.16</td>
<td>0.50</td>
<td>0.04</td>
<td>0.32</td>
<td>0.06</td>
</tr>
</tbody>
</table>
With the model’s gradient derived in (4), a gradient ascent with momentum algorithm is used in an attempt to find the global maxima. Maps A and B are initialized with the constant values usually applied by farmers and then updated according the algorithm based on the gradient in (4).

5. Experiments and Results

Experiments were conducted with the same nine fields used in Section 3 to demonstrate the monetary potential of the proposed optimization algorithm. The total profit (i.e. yield discounting costs of nitrogen and seed) is estimated for the initial condition (usual rates applied by the farmer) and for the resulting maps. Table 3 shows the total percent change on expected profit, nitrogen, seed, and yield values after optimization.

<table>
<thead>
<tr>
<th>Field Id</th>
<th>Profit</th>
<th>Nitrogen</th>
<th>Seed</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.6%</td>
<td>0%</td>
<td>10.5%</td>
<td>4.6%</td>
</tr>
<tr>
<td>2</td>
<td>5.2%</td>
<td>-17.3%</td>
<td>-18.2%</td>
<td>-0.9%</td>
</tr>
<tr>
<td>3</td>
<td>3.8%</td>
<td>18.0%</td>
<td>13.4%</td>
<td>5.6%</td>
</tr>
<tr>
<td>4</td>
<td>4.2%</td>
<td>-20.8%</td>
<td>-11.4%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>5</td>
<td>2.7%</td>
<td>-12.8%</td>
<td>-11.8%</td>
<td>0.0%</td>
</tr>
<tr>
<td>6</td>
<td>1.8%</td>
<td>10.1%</td>
<td>4.6%</td>
<td>2.4%</td>
</tr>
<tr>
<td>7</td>
<td>2.2%</td>
<td>-30.4%</td>
<td>-17.6%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>8</td>
<td>3.7%</td>
<td>-42.3%</td>
<td>-13.0%</td>
<td>0.1%</td>
</tr>
<tr>
<td>9</td>
<td>4.1%</td>
<td>-12.7%</td>
<td>-11.7%</td>
<td>-0.2%</td>
</tr>
</tbody>
</table>

Results show a 3.5% average increase in the expected profit, with field 2 going up to 5.2%. It can be observed that the profit increase is obtained through different strategies, depending on the field. For some fields, the rate of nitrogen and seeds was increased to generate more yield, while others showed to be unresponsive to high rates of nutrients. In such cases, the algorithm was able to select areas where nutrient could be reduced without reducing the yield. Field 7 is a good example of how the algorithm reduced the nitrogen rate at unresponsive areas. Figure 5 shows the final nitrogen map for this field.

With tested values for the step size and momentum terms, the algorithm converged within an average of 30 iterations. Additional experiments were made initializing the input maps with random values. In such experiments, the optimization algorithm also converged within 30 iterations to very similar maps to the ones obtained with different initial conditions. These results indicate that the algorithm is able to find either the global maxima or a flat local maxima. The second case could be considered even better than a sharp global maxima since it is more robust to undesired variations during the nitrogen application process.

Notice that the results depend on the initial conditions and are based on the model’s predictions, rather than on real experiments. Nevertheless, this experiment aims to evaluate the optimization framework regarding its ability to drive the output of the yield prediction model to maximize an objective function. The performance of this algorithm in real experiments will depend on the model’s accuracy, which was evaluated in Section 3 and showed to be better than other machine learning methods.

6. Conclusions

A novel spatial dependency model for yield prediction based on pre-season treatments and environmental variables was proposed. Such model leverages a multi-stream architecture of CNN in order to model nonlinear dependencies among input variables, while accounting for variable-wise feature extraction. We provided experimental evidence to show the superior performance of the LF realization of the MSCNN, achieving a reduction up to 26% on the MSE value when compared to a conventional 2D CNN with stacked input channels. The MSCNN-LF architecture is also appropriate for using transfer learning since the multi-stream approach works as a feature extractor for each individual input. So, a good performance is expected when using a pre-trained MSCNN-LF to model a field even when the dataset is limited.

We presented an optimization framework to find the manageable inputs of the MSCNN-LF that maximize the expected yield return. When compared to traditional farming practices, this framework showed an increase in crop yield return discounting the costs for all fields. The benefits of decreasing nitrogen while maintaining yield are of great importance to subdue environmental impact caused by water pollution. Future work includes investigating the proposed optimization framework as a CNN analysis tool.
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