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Abstract

Fine-Grained Recognition aims to classify sub-category

objects such as bird species and car models from imagery.

In High-throughput Phenotyping, the required task is to

classify individual plant cultivars to assist plant breeding,

which has posed three challenges: 1) it is easy to overfit

complex features and models, 2) visual conditions change

during and between image collection opportunities, and 3)

analysis of thousands of cultivars require high-throughput

data collection and analysis. To tackle these challenges,

we propose a simple but intuitive descriptor, Radial Ob-

ject Descriptor, to represent plant cultivar objects based on

contour. This descriptor is invariant under scaling, rota-

tion, and translation, as well as robust under changes to

the plant’s growth stage and camera’s view angle. Fur-

thermore, we complement this mid-level feature by fusing

it with the low-level features (Histogram of Oriented Gradi-

ents) and deep features (ResNet-18), respectively. We exten-

sively test our fusion approaches using two real world ex-

periments. One experiment is on a novel benchmark dataset

(HTP-Soy) in which we collect ∼ 2, 000 high-resolution

aerial images of outdoor soybean plots. Another experi-

ment is on three datasets of indoor rosette plants. For both

experiments, our fusion approaches achieve superior accu-

racies while maintaining better generalization as compared

with traditional approaches.

1. Introduction

Fine-Grained Recognition (FGR) is the task of classify-

ing sub-category objects. This task is inherently challeng-

ing due to the high intra-class variance but low inter-class

variance between objects. Recent research in FGR has em-

powered applications to classify ”finer” categories such as

car types for traffic surveillance [28], bird species for eco-

logical observation [1], and retail products for automatic

checkout [32]. Continuing research in these FGR appli-

cations has reinvented recognition techniques such as part

discovery [13] and visual attention [6].

In the agronomy and biology community, High-

Figure 1: Contour can provide important cues for FGR in

HTP. Top and bottom image sets denote top-view variants

of an indoor arabidopsis plant and an outdoor soybean plot,

respectively.

throughput Phenotyping (HTP) is an emerging topic that

also studies sub-category objects but has received little at-

tention from the FGR community. HTP studies the phe-

notype of biological cultivars using high-throughput data

collection and analysis. With the adoption of image-based

data, HTP has evolved from the traditional research of

genotype-phenotype interactions into a modern interdisci-

plinary framework, which unifies the research of genotype-

environment-management (G×E×M) interactions. Recent

applications include genetic selection in plant breeding [3]

[33], soybean stress evaluation under flooding [16], wheat

yield prediction using multi-spectral imaging [10], and phe-

notype recognition for zebrafish sorting [25]. In this paper,

we focus on plant-based HTP.

In the context of HTP, FGR’s specific task is to classify

massive plant cultivars, which poses three challenges. First,

plant cultivars are very similar and usually have a very few

number of image replicates collected per class. This can

cause easy overfitting for traditional approaches using com-

plex features and models. Second, HTP researchers view



plant as a dynamic system that constantly interacts with

the environment. Therefore, plant cultivars are typically

observed under changes of growth stage and if planted in

the field, changes of camera’s view angle using unmanned

aerial systems (UAS) images (see Figure 1). Third, HTP

image data are collected and analyzed in a high-throughput

manner. This requires low cost and complexity when de-

veloping FGR approaches, which is particularly critical for

HTP researchers with limited computing resources and ex-

pertise.

Unfortunately, these challenges have not been well con-

sidered in previous related work. To tackle image-based

plant classification problems, some works adopt deep fea-

tures using Convolutional Neural Network (CNN), which

may require a large set of annotated images [36] or net-

work architecture redesign to overcome overfitting [18]. In

contrast, some works adopt low-level and mid-level feature

descriptors such as Border-Interior Pixel Classification for

ground object classification [22] and Bag of Visual Words

for soybean disease detection [23], which might not be di-

rectly applicable for FGR in HTP. As a trade-off, works in

other domains such as osteoporosis diagnoses [29] and Pre-

sentation Attack Detection [19] adopt the fusion approaches

using low-level, med-level, and deep features. Most of the

approaches aforementioned need to be supervised by an-

notated datasets. However, publicly available plant datasets

are mostly limited to either category-level recognition using

organs (e.g. [2] [17]) or phenotypic trait study using indoor

plants (e.g. [9] [14]), which hinders improvements of FGR

in more general HTP settings.

Considering the challenges and previous works

presented above, we propose two FGR approaches

(ROD-HOG-Softmax and ROD-ResNet-Softmax)

using feature fusion and extensively test them against

multiple competitor approaches and HTP datasets, which

includes a novel aerial image set of soybean plots in the

field (HTP-Soy). Both FGR approaches are based on

a simple but invariant feature descriptor, Radial Object

Descriptor (ROD), which is inspired from the observation

of contour to discriminate HTP objects shown in Figure 1.

We further fuse it with the low-level features, Histogram of

Oriented Gradients (HOG), as well as the deep features ex-

tracted from ResNet-18. Both fused features are re-trained

in a multi-class classification model, Softmax regression.

Experiment results indicate that our fusion approaches

outperform the traditional approaches of low-level features

or single deep features, even under the changes of growth

stage and camera’s view angle.

In summary, this paper illustrates three contributions to

FGR in HTP:

1. Applies FGR into general HTP settings by introduc-

ing a novel benchmark dataset (HTP-Soy) for soy-

bean plot recognition in UAS images.

2. Proposes a simple but intuitive feature descriptor,

ROD, that is robust under scaling, rotation, and trans-

lation, as well as temporal and viewpoint changes.

3. Demonstrates the effectiveness of fusing ROD with

HOG and deep features (ROD-HOG-Softmax and

ROD-ResNet-Softmax) by testing them against

multiple competitor approaches and HTP datasets.

The rest of paper is organized as follows: Section 2 de-

tails procedures to extract ROD along with invariance proof;

section 3 describes the feature fusions in Softmax regres-

sion; section 4 tests the proposed approaches via two exper-

iments; and section 5 concludes with outlook.

2. Extracting Radial Object Descriptor

In this section, we introduce the whole workflow to ex-

tract ROD. Along with the description of pre-processing

and post-processing steps, we highlight the step of contour

unfolding. ROD’s invariance is also proved at the end.

2.1. Pre­processing

The pre-processing step consists of three substeps: ob-

ject localization, object segmentation, and contour extrac-

tion, which are illustrated in Figure 2. For the first sub-

step of object localization, we locate HTP objects in UAS

images directly based on prior knowledge such as sensor

fusion and experiment set-up. Here we use the method de-

veloped by [12] and [16], which basically averages the or-

thomosaic image along the horizontal and vertical axes and

then locates soybean plots based on the presence of bright-

ness peaks. Further details may be found in [16]. In the

second substep, we segment the object using either bright-

ness thresholds based on greenness or Otsu’s thresholding

[21], or parametric methods such as GrabCut [24] and CNN

[27]. Noisy canopies can be further filtered out based on the

sizes of Connected Components. The third substep is to ex-

tract the object’s contour as an array of contour pixel coor-

dinates, E, where we can use the Moore-Neighbor Tracing

algorithm [8].

2.2. Contour Unfolding

We further unfold the 2-dimensional contour into 1-

dimensional ROD, as shown in Figure 3. ROD, i.e. the blue

curve in drawing b of Figure 3, is an array of values and

the array’s length is the same as the number of pixels on the

contour. Each value in ROD indicates the shortest distance

from each pixel to the seed. The seed, i.e. the gray center

line in drawing a of Figure 3, is the approximate center of

biological objects of radial shape. This is because such bi-

ological objects typically grow radially outwards from the

seed. For example, a cell or rosette plant grows with re-

spect to their center point while a leaf or crop plot grows

with respect to their center line of symmetry.



Figure 2: (a) An orthomosaic image of soybean plots with

different genetics, (b) a soybean plot, (c) soybean plot with

green canopy segmented, (d) soybean plot without outlier

canopy, and (e) contour of soybean plot.

Figure 3: A demonstration of unfolding a contour (black

outline in (a)) into ROD (blue curve in (b)) based on the

seed (gray center line in (a)).

Details of the contour unfolding step are formulated in

Algorithm 1. Having the contour E extracted from the last

step, we first compute the center point c by averaging pix-

els on the contour. If the seed is a single dot, then we di-

rectly compute each pixel’s Euclidean distance to the seed

as ROD x. Otherwise, we assume the seed is a line. For

example, soybean seeds are initially sowed along a line so

we compute the seed as a center line denoted by S. Then,

we approximate the length of the seed, l, based on the four

locations of the topmost, bottommost, leftmost, and right-

most pixel. This approximation of length ensures a roughly

even distribution of distances between the pixels and seed.

However, this approximation of seed length should be prop-

erly adjusted based on the context and the object’s geome-

try. Now we can compute ROD x, and each of its value

denotes the shortest Euclidean distance between the seed S

and a pixel e on contour E. For a fast approximation of

ROD when processing a large number of contours, we can

assume that the contour consists of a rectangle in the mid-

dle and two half circles at two ends. Then for each pixel e,

we can directly find the corresponding seed s that has the

shortest distance to e. Note that x and E will have the same

pixel indexing p.

Algorithm 1: CONTOURUNFOLDING (E, isDot)

Input : contour pixel coordinates E ∈ R
2×# of pixels

seed shape indicator isDot ∈ {true, false}
Output: ROD x ∈ R

# of pixels

1 c :=
∑# of pixels

p=1
E:,p

# of pixels

2 if isDot then

3 x := ||E − c||2
4 else

5 l := (E1,max − E1,min)− (E2,max − E2,min)

6 S := {(i, c2)}, i := c1 −
l
2
...c1 +

l
2

7 x := {||E:,p − s||2 | s := argmins∈S ||E:,p − s||2},
8 p := 1...# of pixels

9 end

10 x := x−xmin

xmax−xmin

Unfolding the contour into ROD as the final feature is

important as it brings two benefits. First, the dimensionality

of the feature representation has been significantly reduced

from 2-dimension to 1-dimension. Besides, we can still

restore the 2-dimensional contour from the 1-dimensional

ROD provided that we keep the seed and angular informa-

tion. This ability to compress and restore the feature may

greatly enhance the portability of sensing functions on small

mobile devices such as smart glasses and UAS [26].

2.3. Post­processing

Before fitting ROD into classifiers, we can further post-

process it to enhance consistency. For example, we can nor-

malize values in ROD into the range of [0, 1] as shown in

line 9 of Algorithm 1. Also, we can scale RODs of different

lengths into ones of a fixed length by sampling or interpola-

tion. For plants in non-convex shape such as these in section

4.4, we will reorder ROD using polar coordinates to coun-

teract the non-uniform unfolding.

2.4. Invariance Proof

Below we prove that the newly proposed feature descrip-

tor, ROD, is invariant under scaling, rotation, and transla-

tion.

Theorem 1. Radial Object Descriptor is invariant under

uniform scaling, rotation, and translation.

Proof. Based on Algorithm 1, this theorem can be formu-

lated as

xi − xmin

xmax − xmin

=
x′

i − x′

min

x′
max

− x′

min

, ∀i = 1, 2...|x|



where x and x′ respectively denote the ROD before and af-

ter transformation.

The rest of proof is to show the normalized x’s invari-

ance, which can be intuitively perceived since the normal-

ized x indeed denotes the relative Euclidean distance be-

tween any two points on an object. The full proof is avail-

able in the Supplemental Materials.

Furthermore, ROD is robust under changes of plant

growth stage and camera view angle, which will be ex-

perimentally demonstrated in section 4. The change of the

camera’s view angle will be reflected as the stretch of value

magnitude and density in ROD. This stretch can be mostly

counteracted as we include the Softmax regression with

parametric learning. Also, if each contour pixel of a plant

grows perfectly outwards from the seed following a straight

trajectory at a constant rate, then change of growth stage is

equivalent to uniform scaling, which has been proved in-

variant.

3. Classification with Feature Fusion

In this section, we start with an introduction of the

HOG and ResNet-18, and then describe their fusion with

ROD in the Softmax regression (ROD-HOG-Softmax and

ROD-ResNet-Softmax).

3.1. Histogram of Oriented Gradients

To complement the mid-level feature ROD, we fuse it

with another low-level local feature descriptor, HOG, which

was initially used by [5] for pedestrian detection. As its

name implies, HOG contains histogram of local gradients

at different orientations, which is powerful for differentiat-

ing objects with significant texture patterns. Specifically,

an image is gridded into cells containing a specific number

of pixels and in each cell, we compute gradients of each

pixel and summarize these gradients based on their magni-

tude and orientation in a histogram. Histograms of neigh-

bor cells are further grouped into groups of blocks with a

ratio of overlapping to improve local contrast. Recent ap-

plications of HOG in FGR [13] [31] [35] have also shown

the effectiveness of HOG, particularly in its ability to detect

discriminative parts between similar objects as in our FGR

case.

3.2. ResNet­18

Another way to complement ROD is to add deep features

from ResNet-18, i.e. activations of the last pooling layer.

ResNet-18 is a 18-layer Residual Neural Network (ResNet)

proposed by [11], which is a type of CNN with residual

parts to skip layers so that higher accuracy can be efficiently

achieved using deeper layers. We use ResNet as the rep-

resentative of the deep feature extraction methods because

its performance has been demonstrated in plant related re-

search such as disease recognition [7], fruit detection [36]

and weed classification [20]. The ResNet of 18 layers will

suffice for our dataset as each subclass has a very limited

number of replicates, i.e. 6− 14.

3.3. Softmax Regression

Softmax regression is a classification model that accepts

a matrix of real values as input in the Softmax function and

after some learning with respect to a loss function and a

set of weight parameters, predicts a set of categorical val-

ues as output. Specifically, our input will be the feature

matrix X ∈ R
m×n, label vector y ∈ {yi}

m, yi ∈ V ,

and a set of unique labels V ∈ {vi}
k, i = 1...k. Note

that m is the number of examples, n is the number of fea-

tures (or equivalently, the total number of values in x(ROD)

and x(HOG) or x(ResNet)), and k is the number of alternative

labels. Each row in X is a concatenation of correspond-

ing ROD and HOG features, i.e. Xi,: = [x(ROD), x(HOG)] or

[x(ROD), x(ResNet)].

To train a Softmax regression, we need to learn the set

of weight parameters W ∈ R
n×k while minimizing a loss

function. Here we use the cross entropy as the loss function

and thus, the regression model can be formulated as

W =

argmin
W∈Rn×k

−

m∑

i=1

k∑

j=1

✶[yi = vj ] log
exp(Xi,:W:,j)∑k

l=1
exp(Xi,:W:,l)

(1)

A sample set of features and filter heatmaps of ROD and

HOG is available in the Supplemental Materials.

4. Experiments

In this section, we evaluate the proposed approach

against other approaches from the literature via two experi-

ments, which aim to classify plant cultivars (i.e. subclasses

as in table 1) in different HTP settings. The first experi-

ment looks at soybean plots grown in the field using UAS

images where we highlight our approach’s robustness un-

der changing camera view angle. The second experiment

looks at rosette plants in the greenhouse using a stationary

camera where we highlight our approach’s robustness ver-

sus change of growth stage.

We select soybean, arabidopsis, bean, and komatsuna as

our experimental targets since they are important plant types

for plant phenotypic research. For example, arabidopsis is

a classic model plant with well-sequenced genome for plant

biology research, komatsuna is a popular leafy vegetable in

Asia since it is insect-resistant and grows very fast [30], and

soybean is a critical crop type for global food production.



Set-up Image specifications Evaluation per subclass

Setting
Collection

method

View

angle

image

#

class

#

subclass #

per class

replicate #

per subclass

rep. #

(train)

rep. #

(val.)

rep. #

(test)

HTP-Soy
outdoor

field

UAS

with

RGB

camera

top-view

with

changing

angles

1728 96 3 6 3 1 2

Arabidopsis [18] indoor

green-

house

stationary

RGB

camera

top-view

with

fixed

angle

2134 97 5
6

(overlapped)
3 1 2

Bean [4] 350 5 5 14 8 1 5

Komatsuna [30] 210 5 5
9

(overlapped)
5 1 3

Table 1: Dataset specifications. Each class is split into subclasses by growth stage and each subclass consists of replicates

that differ by view angle or collection time.

4.1. Datasets

The dataset (HTP-Soy) used in experiment 1 was col-

lected using a UAS over an outdoor soybean field. The soy-

bean field was approximately 5 ha in size with plots planted

in straight lines with consistent spacing by tractor and each

neighborhood of soybean plots shared the same genetics.

The UAS was an eBee from senseFly which flew over the

field at a height of 120 m with a senseFly S.O.D.A. RGB

camera on board. This resulted in a leaf-level image reso-

lution of 2.5 cm. We flew the UAS with a forward and side

overlap ratio of over 85% and 75% so that each soybean

plot could get multiple replicates from different view an-

gles. As mentioned in section 2.1, we located each soybean

plot using a mix of sensors including the GPS mounted on

the UAS and ground control points (GCPs) on the ground.

The GCPs were control points that had their positions ac-

curately measured by Real-time Kinematic (RTK) and had

reflectors installed to be visible from UAS images.

Details of our dataset are tabulated in Table 1 and sam-

ple images of soybean plots are also presented in Figure 4.

There are 1728 images used in experiment 1 which cover 96

soybean plots (or classes) in 3 growth stages (or subclasses),

respectively on July 2, July 6, and July 12 in 2018. In each

growth stage, we view each soybean plot from 6 view an-

gles (or replicates), which can be indirectly seen from their

changing shadows.

The three datasets (Arabidopsis, Bean,

Komatsuna) used in experiment 2 were from sta-

tionary cameras over rosette plants for indoor phenotypic

study. They were publicly released in [18], [4], and [30],

respectively. Plants with different genetics (or classes)

were planted in a substrate in which environmental con-

ditions such as soil and lighting were strictly controlled.

Stationary cameras were installed above plants to take

top-view images at a regular rate, which resulted in images

from multiple collection times (or replicates). Since only

one image is taken per time, we group neighbor image

replicates taken during a period into different growth stages

(or subclasses).

Note that canopy are segmented in all images used in the

two experiments. It is important to filter out noisy back-

grounds so that only features related to plant phenotypes

themselves are used for recognition evaluation. We roughly

segment the canopy in each RGB image I by using the in-

equality relationship, I:,:,2 > (I:,:,1+k) ∩ I:,:,2 > (I:,:,3+
k) [12]. For each of the three growth stages in HTP-Soy,

we use k ≈ 0, 10, 20 respectively. For Arabidopsis,

Bean, and Komatsuna, we use k ≈ 0, 20, 25, respec-

tively.

4.2. Comparison with Other Approaches

We evaluate the robustness of ROD as well as its fusion

with HOG and ResNet in Softmax using seven different ap-

proaches, whose configurations are tabulated in Table 2. All

approaches use cross entropy as their loss function.

Feature Model Optimizer

CNN
image

CNN
Adam

ResNet-18 ResNet-18

Fourier-Softmax Fourier

Softmax Scaled

Conjugate

Gradient

ROD-Softmax ROD

HOG-Softmax HOG

ROD-HOG-Softmax
ROD &

HOG

ROD-ResNet-Softmax
ROD &

ResNet-18

Table 2: Configurations of competitor approaches.

The first two approaches, CNN and ResNet-18, are

based on CNN. CNN is a vanilla version of CNN which

has an architecture of two convolutional layers and one

fully connected layer. Each convolution layer is followed

by a batch normalization layer, a ReLu layer, and a max



Figure 4: Sample data in HTP-Soy. For the change of view angle, observe shadows on the soybean plot outlines.

Figure 5: Sample data in Arabidopsis [18], Bean [4], and Komatsuna [30].

pooling layer. The first and second convolution layers re-

spectively have 3 and 48 filters of size (3, 3), and both are

padded to ensure size consistency. The max pooling lay-

ers have a size (2, 2) for both pooling and stride. For de-

tails of ResNet-18, see section 3.2. For both CNN and

ResNet-18, we manually tune the mini-batch size and

learning rate based on each validation dataset before finaliz-

ing its classification result. CNN is trained using a GeForce

RTX 2080 Ti GPU with 16 GB RAM while ResNet-18 is

trained using a NVIDIA T4 Tensor Core GPU with 16 GB

RAM. Training is stopped when validation accuracy starts

to decay. ResNet-18 is pretrained on ImageNet.

The remaining four approaches

(Fourier-Softmax, ROD-Softmax, HOG-Softmax,

ROD-ResNet-Softmax) are used to eval-

uate our methods (ROD-HOG-Softmax and

ROD-ResNet-Softmax) against algorithms with

different selections of features. Fourier-Softmax

and ROD-Softmax will be compared to evaluate ROD’s

robustness since Fourier feature descriptor [34] and ROD

are very similar as contour-based mid-level descriptors with

proved invariance. To be fair, the size of Fourier vectors

will be set equal to that of corresponding ROD in each

dataset. In addition, ROD-Softmax, HOG-Softmax,

ROD-HOG-Softmax, and ROD-ResNet-Softmax will

be compared to show how the fusion of ROD with HOG

and ResNet will improve classification results. All HOGs

will be computed with cell size of (5, 5), block size of

(2, 2), number of overlapping cells (1, 1), and 9 orientation

bins in histogram. All five models will be trained using the

Scaled Conjugate Gradient method and will be terminated

when either the loss reaches zero or gradient reaches 10−6.

The four Softmax-based approaches are run using an Intel

Xeon 2.80 GHz CPU and 16 GB RAM.

We take three measurements to minimize bias when eval-

uating each approach. First, we evaluate all accuracy re-



sults using the mean accuracy (mA). For all validation mAs

(except CNN and ResNet-18), we use k-fold cross vali-

dation where k is the number of replicates in the training

set. Second, instead of retraining model using both training

and validation sets to report testing accuracy, we directly

use the model trained with the best validation accuracy to

report the testing accuracy. This is important as each sub-

class has a very limited number of replicates and using more

training data to report testing accuracy can favor non-CNN

approaches. Third, we randomize the order of classes as

well as the order of replicates within.

4.3. Experiment 1: Classifying Soybean Plots

Using the HTP-Soy dataset, we first evaluate competi-

tor approaches by classifying soybean plots using images of

the same growth stage. That is, we train and test approaches

using each of the three datasets collected on July 2, July 6,

and July 12 and combine classification results from these

three datasets in Table 3. Validation mA and test mA are

averaged over all three datasets.

As shown in Table 3, ROD-ResNet-Softmax

achieves the highest validation mA of 0.947

while ROD-HOG-Softmax achieves the high-

est test mA of 0.866, which slightly outperforms

ROD-ResNet-Softmax. It is not easy to get such

high mAs as we use a very limited number of replicates

per subclass for training and each replicate differs by

camera’s view angle. Also, ROD-Softmax significantly

outperforms Fourier-Softmax, which indicates the ad-

vantage of ROD over Fourier as a contour-based mid-level

descriptor. It is even surprising to see that ROD-Softmax

achieves mA comparable to HOG-Softmax even though

HOG contains much richer information.

Validation mA Test mA

CNN 0.667 0.594

ResNet-18 0.830 0.816

Fourier-Softmax 0.218 0.295

ROD-Softmax 0.747 0.769

HOG-Softmax 0.779 0.785

ROD-HOG-Softmax 0.865 0.866

ROD-ResNet-Softmax 0.947 0.857

Table 3: Classification results of experiment 1 using

HTP-Soy data from the same growth stage.

We further compare the generalization ability of

ResNet-18 and ROD-HOG-Softmax to classify soy-

bean plots using the model trained from a different growth

stage. This is an area for HTP engineers to improve object

localization accuracy using older (i.e. later growth stage)

image datasets. Also, this can help plant breeders to dis-

cover plant phenotypic traits shared between growth stages.

As Figure 6 shows, ROD-HOG-Softmax outperforms

ResNet-18 in inferring soybean plots for most pairs of

growth stages. ROD-HOG-Softmax’s advantage becomes

more obvious during latter growth stages (i.e. 2 and 3)

where soybean canopy grows faster and its contour be-

comes more discriminative. This may also imply that

ResNet-18 tend to overfit features that are not robust un-

der change of growth stage.

Figure 6: Test mA of experiment 1 by using combinations

of training and testing datasets from different growth stages

via (a) ROD-HOG-Softmax and (b) ResNet-18.

4.4. Experiment 2: Classifying Rosette Plants

In this experiment, we switch recognition targets from

soybean plots with multiple plants to individual rosette

plants using the datasets of Arabidopsis, Bean, and

Komatsuna. Unless specified, all other set-up processes

are the same as those in experiment 1.

As shown in Table 4, ROD-ResNet-Softmax out-

performs almost all other approaches in terms of both

validation mA and test mA (i.e. 0.92-1.00) for almost

all plants. Similar to the classification results in ex-

periment 1, ROD-Softmax significantly outperforms

Fourier-Softmax as well as achieves classification ac-

curacy comparable to HOG-Softmax. The exception is

that for arabidopsis, ROD-Softmax’s mAs (0.499 and

0.517) are far below those of HOG-Softmax (0.919 and

0.924). This may be caused by the dramatic altering of ara-

bidopsis’ leaf positions as well as self-occlusions so that its

contour becomes less discriminative [2].

The paper [18] that proposed the original

Arabidopsis dataset described a novel approach

of CNN-LSTM which achieved an accuracy of 0.93.

However, images used in their dataset did not have canopy

segmented so that plant’s background such as substrate

box and soil texture could implicitly boost learning.

In contrast, by using the same original dataset, our

ROD-HOG-Softmax approach can achieve a validation

mA of 0.990 and test mA of 0.992.



Arabidopsis [18] Bean [4] Komatsuna [30]

Validation mA Test mA Validation mA Test mA Validation mA Test mA

CNN 0.858 0.844 1.000 0.992 1.000 1.000

ResNet-18 0.922 0.912 1.000 0.984 1.000 1.000

Fourier-Softmax 0.152 0.153 0.382 0.392 0.313 0.213

ROD-Softmax 0.499 0.517 0.911 0.880 0.953 1.000

HOG-Softmax 0.919 0.924 1.000 1.000 1.000 1.000

ROD-HOG-Softmax 0.921 0.917 0.996 0.992 1.000 1.000

ROD-ResNet-Softmax 0.974 0.927 1.000 0.968 1.000 1.000

Table 4: Classification results of experiment 2 using data from the same growth stage.

Similar to experiment 1, ROD-HOG-Softmax outper-

forms ResNet-18 in inferring all three types of plants. As

Table 7 shows, ROD-HOG-Softmax achieves very good

testing mA particularly for adjacent pairs of growth stages.

When inferring bean plants, ROD-HOG-Softmax even

achieves nearly perfect test mAs across all pairs of growth

stages.

Figure 7: Test mA of experiment 2 by using combinations

of training and testing datasets from different growth stages

via (a) ROD-HOG-Softmax and (b) ResNet-18.

5. Conclusion

In this paper, we apply FGR in the novel domain of HTP

and advance its future study by introducing a benchmark

dataset (HTP-Soy) for soybean plot recognition using UAS

images. We further propose a simple and robust feature

descriptor (ROD) based on contour and fuse it with HOG

and deep features in Softmax, which achieve superior ac-

curacies for plant cultivar classification when trained at the

different and same growth stages, respectively. For future

work, we would like to apply fusion approaches to guide

the discovery of novel phenotypic traits in plant breeding,

as well as improve the geo-spatial accuracy of crop plot ex-

traction in high-resolution UAS images for different archi-

tectural crops.

All datasets are available in the Supplemental Materials

submission. HTP-Soy is also archived at the Purdue Uni-

versity Research Repository [15]: https://doi.org/

10.4231/ZAD3-MG98.
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Patrick Margarido Orue, Wesley Eiji Sanches Kanashiro,

Jose F. Rodrigues Jr., Bruno Brandoli Machado, and Wes-
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