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Abstract

As oil palm has become one of the most rapidly expand-

ing tropical crops in the world, detecting and counting oil

palms have received considerable attention. Although deep

learning has been widely applied to remote sensing image

processing including tree crown detection, the large size

and the variety of the data make it extremely difficult for

cross-regional and large-scale scenarios. In this paper, we

propose a cross-regional oil palm tree detection (CROPTD)

method. CROPTD contains a local domain discriminator

and a global domain discriminator, both of which are gen-

erated by adversarial learning. Additionally, since the local

alignment does not take full advantages of its transferabil-

ity information, we improve the local module with the local

attention mechanism, taking more attention on more trans-

ferable regions. We evaluate our CROPTD on two large-

scale high-resolution satellite images located in Peninsu-

lar Malaysia. CROPTD improves the detection accuracy

by 8.69% in terms of average F1-score compared with the

Baseline method (Faster R-CNN) and performs 4.99-2.21%

better than other two state-of-the-art domain adaptive ob-

ject detection approaches. Experimental results demon-

strate the great potential of our CROPTD for large-scale,

cross-regional oil palm tree detection, guaranteeing a high

detection accuracy as well as saving the manual annotation

efforts. Our training and validation dataset are available

on https://github.com/rs-dl/CROPTD.

1. Introduction

Oil palm is a vital economic crop for many tropical

developing countries, like Malaysia and Indonesia, which

hold over 80% palm oil production in the world [1, 2].

Although palm oil is largely used in food products, cos-

metic materials and energy source, expanding demand for

oil palm plantation induce massive deforestation, wildlife
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habitats threat and detrimental environment effects. To this

end, offering a accurate and real-time assessment of palm

tree plantation in a large-scale region can bring significant

impacts on both economic and ecological aspects.

However, the tremendous spatial scale and the variety

of geological features across regions have made it a grand

challenge with limited solutions based on manual human

monitoring efforts. Although unprecedented deep learning

algorithms have demonstrated potential in forming an au-

tomated approach for tree crown detection in recent years

[3, 4, 5], the labelling efforts needed for covering dif-

ferent features in different regions hinder its effectiveness

from large-scale remote sensing applications using multi-

temporal and multi-sensor satellite images.

Large-scale and cross-regional oil palm tree investiga-

tion are meaningful research topics. Nowadays, the afflu-

ent remote sensing images and rapid development of deep

learning algorithms bring new opportunities to large-scale

and cross-regional oil palm detection. However, large-scale

tree counting and detection may be confronted with remote

sensing images with diverse acquisition conditions, like dif-

ferent sensors, illumination and environments, resulting in

different distribution and domain shifts among images. One

solution is to add labeled training data in new regions,

which can compensate for the performance deficiency. Nev-

ertheless, this way is fairly expensive, time-consuming and

often infeasible for practical applications.

Fortunately, domain adaptation (DA) methods can help

adapt the model to new data domains without adding a

large quantity of new labels, which has gained lots of at-

tention over the past decades. A variety of approaches have

been developed through domain-invariantly aligning the in-

put image or hidden feature distribution space, or both of

them. Recent DA methods dive into the direction bridg-

ing the gap in feature distribution between the source and

target domains using adversarial learning and achieve en-

couraging results [6, 7, 8, 9, 10]. Most of existing efforts

are dedicated to image classification and semantic segmen-

tation. However, object detection is a technically different



issue because we are supposed to focus more on the objects

of interest instead of background or scene layouts.

In this paper, we propose a cross-regional oil palm tree

detection (CROPTD) method using high-resolution remote

sensing images located in Malaysia. Our contribution can

be summarized as follows.

(1) We propose a large-scale, real-time and cross-regional

oil palm tree detection via CROPTD. To the best of our

knowledge, this is the first work for domain adaptive

tree crown detection using end-to-end strategy.

(2) We implement our CROPTD through constructing a lo-

cal domain discriminator and global domain discrim-

inator with adversarial learning. Additionally, we pro-

pose the local attention to highlight transferable regions

and alleviate negative transfer for each region.

(3) Our method achieves highest detection accuracy on two

large-scale high-resolution satellite images located in

Peninsular Malaysia. We release our training dataset

and validation dataset, hoping that our dataset can pro-

mote the development of cross-regional tree crown de-

tection from high-resolution satellite images.

The rest of this paper is organized as follows. We review

the related works in the next section. Following that, we

present our CROPTD method in Section 3. Our study area

and datasets are introduced in Section 4. In Section 5, we

provide detection results and compare with other state-of-

the-art methods. Finally, we summarize our paper in Sec-

tion 6.

2. Related Works

2.1. Tree crown detection

Existing tree crown detection algorithm can be grouped

into three types, including classical image processing meth-

ods [11, 12], traditional machine learning methods [13, 14]

and deep learning methods. The first two types of meth-

ods generally require sophisticated image processing pro-

cedures or very high-resolution and very high-quality im-

ages. Following the significant success of deep learning,

many tree crown detection algorithms have utilized con-

volutional neural network (CNN) to attain eminent perfor-

mance in more complex scenes and larger study area. There

are three cases for deep learning tree crown detection ap-

proaches: CNN classification based methods [3, 15], se-

mantic segmentation based methods [4, 16] and object de-

tection based methods [5, 17].

Nowadays, object detection can be categorized as two

classes: two-stage object detection [18, 19] and one-stage

object detection [20, 21]. Faster R-CNN [18] is a repre-

sentative two-stage object detection algorithm, where the

first stage generates candidate region proposals through re-

gion proposal network (RPN) and the second stage aims at

classification and bounding-box regression tasks for candi-

dates obtained from the first stage. Our method is inher-

ited from Faster R-CNN. With regard to tree crown detec-

tion, Zheng et al. firstly applied end-to-end object detec-

tion in tree crown detection using satellite images, achiev-

ing an average F1-score of over 90% in six study regions

[17]. Others have utilized object detection based method for

tree crown detection using higher-resolution remote sens-

ing images photograghed by unmanned automatic vehicle

[5, 22] and aerial plane [23, 24]. As traditional deep learn-

ing methods focus on grasping the texture patterns in differ-

ent images, the performance of trained network in one set

of satellite images would degrade significantly when mov-

ing to images that are taken in a different region or from a

different source.

2.2. Domain adaptive object detection

There are a body of previous literatures in DA, most of

which focus on image classification [6, 25] and semantic

segmentation [26, 27] tasks. However, domain adaptive ob-

ject detection is still at a relatively earlier stage. Chen et

al. employed instance-level and image-level domain classi-

fier with consistency regularizer to reduce the domain gap

[28]. Satio et al. proposed strong local alignment and weak

global alignment to improve the performance on the target

domain [29]. The weak alignment model focuses adversar-

ial alignment loss on images that are globally similar. The

strong alignment model only puts emphasis on local recep-

tive fields of the feature map. Furthermore, SCL [30] learns

more discriminative representations by interacting different

losses and training strategy. Recently, Alqasir et al. in-

dicated that adapting the region proposal sub-network in

Faster R-CNN is crucial [31]. Existing works strive into

diminishing the domain gap in both global feature (or im-

age) level and local feature (or instance) level. However,

such efforts have not explored the transferability of local

features. Especially, the difference transfer abilities in dif-

ferent regions have not been investigated, and not utilized.

2.3. Domain adaptation in remote sensing field

DA has been exploited in the remote sensing commu-

nity to tackle with multi-temporal and multi-source satellite

images, where differences in atmospheric illuminations and

ground conditions can easily ruin the adaptation of a model

[32]. For remote sensing image classification, Matasci et

al. analyzed the effectiveness of TCA in multi- and hyper-

spectral image classification, and explored its unsupervised

and semi-supervised implementation [33]. Recently, Zhu et

al. proposed a semi-supervised adversarial learning domain

adaptation framework for scene classification, reaching an

overall accuracy of over 93% in different temporal aerial



images [34]. Existing DA methods applied in remote sens-

ing field mainly concentrate on the classification tasks such

as land cover and land use mapping, hyperspectral image

classification and scene classification. On the contrary, the

study of domain adaptive semantic segmentation and ob-

ject detection in remote sensing field is relatively limited.

In semantic segmentation, Benjdira et al. used GANs to re-

duce the domain shift of aerial images, improving the aver-

age segmentation accuracy from 14% to 61% [35]. Liu et

al. reduced the discrepancy between source and target do-

main based on conditional generative adversarial networks.

As for domain adaptive object detection, to the best of our

knowledge, Koga et al. firstly applied CORAL and adver-

sarial DA to a vehicle detector for satellite images [36].

For domain adaptive object detection, fully matching the

whole distributions of source and target images at global

level may incur performance drop. In this paper, we propose

CROPTD to implement cross-regional oil palm tree detec-

tion using multi-temporal and multi-sensor satellite images.

Besides global domain discriminator, we present local do-

main discriminator and utilize local attention value to ob-

tain more transferable regions in an image, which is quite

essential for domain adaptive object detection.

3. Methodology

In this section, we introduce our CROPTD in detail. Fig-

ure 1 illustrates the architecture of CROPTD. In this paper,

we concentrate on unsupervised domain adaptive oil palm

detection across two different high-resolution remote sens-

ing images, which consists of an annotated source domain

dataset DS =
{(

xS
i ,y

S

i

)}nS

i=1
in the source region (RS)

and an unlabeled target domain dataset DT =
{(

xT
i

)}nT

i=1

in the target region (RT ), where xi is an image and yi is the

corresponding labels including bounding-boxes and classes.

3.1. Local transfer loss and local attention mecha
nism

We construct a local domain discriminator by adversar-

ial learning and utilizing the local discriminator’s output to

generate an attention value for each region, distinguishing

our method from Strong-Weak [29] in which the transfer-

ability of fine-grained structures in an image has not been

fully utilized. The local feature map (Ml) is extracted from

the lower convolutional layers (Conv 1 in Figure 1). The

Ml is input into the local domain classifier (Gl). Dl out-

puts a domain prediction map of Ml, which has the same

width (W ) and height (H) as the input Ml. Therefore, the

local transfer loss can be calculated as equation (1).

Ll =
1

nHW

n
∑

i=1

W
∑

w=1

H
∑

h=1

Dl

(

Gl

(

M
w,h
li

)

, di

)

(1)

where n = nS + nT , is the total number of the source

image (nS) and the target image (nT ) in a batch size. di is

the domain label of point Ml and Dl utilize cross entropy

loss as the local transfer loss function. Notably, di = 1
represents the input image is from source domain and di =
0 represents from target domain.

Inspired by TADA [10], the transferable attention em-

phasizes on the distinction or similarity between two im-

ages. This concept is reasonable since we hope that the

neural network could take more attention on more trans-

ferable regions. For example, in this study, we hope that

more attention may be allocated to the oil palm plantation

rather than buildings, roads or other vegetation area. Hence,

we propose local attention mechanism to re-weight our net-

work. We adopt local attention value to assess the trans-

ferability of a region. The local attention value for each

location (v
w,h
i ) of local feature map can be formulated as

(2).

v
w,h
i = 1− E

(

d̂
w,h
i

)

E (p) = −

∑

j

pj · log (pj)
(2)

where d̂
w,h
i = Gl

(

M
w,h
li

)

, is the probability of the re-

gion (w, h) in local feature map for image i belonging to the

source domain, indicating that the region (w, h) belongs to

the source domain when the probability approaches 1 and to

the target domain when the probability approaches 0. E (·)
is the entropy criterion, which is an uncertain measure.

Following the idea of residual mechanism [37], the local

feature with local attention value (H
w,h
li ) can be defined as

(3)

H
w,h
li =

(

1 + v
w,h
i

)

·M
w,h
li (3)

3.2. Global transfer loss

The global feature map (Mg) is extracted by the whole

backbone and the Mg is input into the global domain classi-

fier (Dg). Notably, Mg = GConv2 (Hl) and GConv2 stands

for the higher convolutional layers in the backbone. Dg out-

puts a domain prediction result of Mg , which is the general

domain classifier like other DA methods. However, here Dg

utilize the focal loss [38] as the global transfer loss rather

than cross entropy loss, as it can effectively ignore easy-to-

classify samples yet focus on hard-to-classify samples. To

this end, the global transfer loss is refined as (4).

Lg =
1

n

n
∑

i=1

Dg (Gg (Mg), di) (4)

To stabilize the adversarial training [29], context vectors

from local and global domain classifier are concatenated to



Figure 1. The flowchart of our proposed CROPTD. CROPTD contains three loss, e.g. local transfer loss (Ll), global transfer loss (Lg)

and Faster R-CNN loss (Lfr). The Ll and Lg are generated by local domain discriminator (Dl) and global domain discriminator (Dg),

respectively. The local attention map develops the representations of those regions with higher transferability. Conv 1, Conv 2 and Conv

3 stand for the lower convolutional layers, higher convolutional layers and other modules after RPN, respectively. Additionally, CROPTD

includes context vector based regularization like Strong-Weak [29].

region-wise feature after RPN and Conv 3 as shown in Fig-

ure 1. The context vector based regularization can make the

training of domain classifier more robust when minimizing

the detection loss from the source images.

3.3. Overall objective loss for CROPTD.

To this end, the overall objective function can be formu-

lated as (5).

C
(

θF , θR, θDl
, θDg

)

= Lfr − (λLl + γLg) (5)

where λ and γ are hyper-parameters. θF , θR, θDl
and

θDg
are the parameters for backbone feature extractor, RPN,

local domain discriminator and global domain discrimina-

tor. Lfr represents the loss components of Faster R-CNN

[18] including RPN loss, classification loss and bounding-

box loss. It can be summarized as (6).

Lfr = −

1

nS

nS
∑

i=1

Ddet

(

R
(

F
(

xS
i

))

, ySi
)

(6)

where Ddet includes all loss functions in Faster R-CNN.

R and F represent the RPN and backbone extractor, respec-

tively. The minimax optimization problem is to find the net-

work parameters θ̂F , θ̂R, θ̂Dl
and θ̂Dg

that jointly satisfy

(7).

(

θ̂F , θ̂R

)

= arg min
θF ,θR

C (θF , θR)

(

θ̂Dg
, θ̂Dl

)

= arg max
θDg ,θDl

C
(

θDg
, θDl

)

(7)

4. Study area and datasets

Our study area is located in the Peninsular Malaysia as

is shown in Figure 2, where the oil palm plantation is ex-

panding rapidly and threatening the local environment and

native species. According to the statistics in 2016, 47% of

Malaysia oil palm plantation was in the Peninsular Malaysia

[39]. We have two high-resolution satellite images, Image

A and Image B, in this work. Table 1 shows the elaborate

information of these two satellite images. They are acquired

from different sensors and locations, and the interval of pho-

tograph date is about 10 years, resulting in differences in

reflectance, resolution, illumination and environmental con-

ditions.

Table 1. The necessary information about Image A and Image B

Index Image A Image B

Source QuickBird Google Earth

Longitude 103.5991E 100.7772E

Latitude 1.5967N 4.1920N

Spectral RGB, NIR RGB

Acquisition Nov 21, 2006 Dec 21, 2015

Resolution 0.6m 0.3m

Image size 12,188 × 12,576 10,496 × 10,240

Area 55.18km2 9.67km2

Palm number 291,827 91,357

Figure 3 and 4 display our study area and datasets. Our

training dataset are collected from four regions (red rectan-

gles) in Image A and Image B, respectively, and validation

dataset are collected from one region (blue rectangles) in

them. We evaluate our method by testing the whole tar-

get satellite image. Our training and validation dataset are

available on https://github.com/rs-dl/CROPTD



Figure 2. The location of our study area. Image A and Image B

are acquired from different sensors and locations.

Figure 3. The dataset of Image A. Four training regions are in red

rectangles and one validation region is in blue rectangle. We test

Image B→ Image A on the whole Image A with 291,827 palms

manually annotated.

In training and validation areas, we applied the bilinear

interpolation so that the original training images are resized

to 2,400 × 2,400 pixels. After that, we randomly cropped

the enlarged images with 500 × 500 pixels and generated

the training dataset of 4,000 samples as the input of deep

Figure 4. The dataset of Image B. Four training regions are in red

rectangles and one validation region is in blue rectangle. We test

Image A→ Image B on the whole Image B with 91,357 palms

manually annotated.

neural network and the validation dataset of 1,000 samples.

As for inference phase, we firstly resized the whole satel-

lite image using the same scale (enlarge by 4 times both in

width and height for Image A while 2 times for Image B) as

above and cropped them with 66 pixels overlapped. (Given

that the size of an oil palm tree in QuickBird image with

0.6m spatial resolution is about 17 × 17 pixels and 65 × 65

pixels or so after image resizing).

5. Experiments

5.1. Setup

We evaluate our CROPTD on two tasks: Image A →

Image B (A → B) and Image B → Image A (B → A). We

implement our method based on PyTorch [40]. Our back-

bone network is ResNet-101 [41] and the optimizer is SGD

[42] with initial learning rate 0.001 divided by 10 every 5

epochs. We set λ = 0.1 and γ = 0.1. The modulating

factor in global transfer loss is set to 5. We adopt preva-

lent evaluation protocal for large-scale object detection in

remote sensing field, including true positives (TP ), false

positives (FP ), false negatives (FN ), precision, recall and

F1-score. The precision, recall and F1-score can be calcu-

lated as (8). Additionally, the detecting palms whose prob-

ability score is higher than 0.5 and intersection-over-union

(IoU) metric with ground-truth palms is higher than 0.5 will

be considered as correct oil palms (TP ) [24, 43].



precision =
TP

TP + FP

recall =
TP

TP + FN

F1− score =
2× precision× recall

precision+ recall

(8)

5.2. Results

We list TP, FP, FN, precision, recall and F1-score for A

→ B and B → A in Table 2. Our CROPTD yields an F1-

score of 94.04% for A → B, and 86.67% for B → A. Fig-

ure 5 illustrates four example regions for these two transfer

tasks. The green points stand for the correct detected oil

palms (TP ), the blue squares stand for the ground-truth oil

palms that are missing (FN ), and the red squares with red

points stand for other types of objects like other vegetation

or building corners that are detected as oil palms by mistake

(FP ).

Table 2. The detection results of CROPTD.
Index A → B B → A

TP 83,547 263,514

FP 2,771 52,718

FN 7,810 28,313

Precision 96.79% 83.33%

Recall 91.45% 90.30%

F1-score 94.04% 86.67%

Table 3 shows the comparison between our CROPTD

and other state-of-the-art methods, including Faster R-CNN

(Baseline) [18], DA Faster [28] and Strong-Weak [29]. We

can observe that CROPTD performs better than other meth-

ods, beyond Strong-Weak by 2.21% in respect of average

F1-score. It is noteworthy that not all domain adaptive ob-

ject detection methods outperform Baseline. For example,

the performance of DA Faster for B → A is worse than

Faster R-CNN. Figure 5 describes the detection results of

all of these methods. Results indicate that CROPTD out-

performs other domain adaptive object detection methods

in two transfer tasks, achieving less confusion between oil

palms and other object instances such as other vegetation

and impervious. Experimental performances demonstrate

the great potential of our CROPTD for large-scale, cross-

regional and real-time oil palm tree detection, guaranteeing

a high detection accuracy as well as saving the manual an-

notation efforts.

5.3. Local attention map visualization

To evaluate whether our local attention map could focus

on the desirable regions (in particular, the oil palm planta-

tion rather than other vegetation or impervious area) in the

image, we randomly sample some input images from the

source domain (Image A) and target domain (Image B). As

shown in Figure 6, different regions in the images have dif-

ferent corresponding local attention masks in our network.

In each group of images, we illustrated from left to right by

the original input images, the corresponding local attentions

and the local attentions shown in the original input images,

respectively. The red color stands for the higher local at-

tention value while the blue color denotes the lower local

attention value. Take the image on the top-right of Figure

6 as a case, where oil palm plantation surrounds around the

buildings. The oil palm plantation mask is highlighted with

red color while the buildings mask diminishes in blue color.

These local attention map intuitively show that the local at-

tention mechanism can produce reasonably meaningful re-

gions for fine-grained transfer.

6. Conclusion

In this paper, we propose a large-scale, real-time and

cross-regional oil palm tree detection (CROPTD) approach.

Our CROPTD contains a local domain discriminator and

global domain discriminator, Both of which are generated

by adversarial learning. Additionally, we propose the local

attention to highlight more transferable regions according

to local attention value, telling our neural network where

more transferable regions are. We evaluate our CROPTD on

two large-scale high-resolution satellite images located in

Peninsular Malaysia. Experiments demonstrate our method

performs better than other state-of-the-art methods, beyond

Strong-Weak by 2.21% in respect of average F1-score. In

the future, we envision a more robust and efficient cross

domain object detector in a larger-scale remote sensing im-

ages.
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