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Abstract

Zero-shot object detection (ZSD) is a newly proposed re-

search problem, which aims to simultaneously locate and

recognize objects of previously unseen classes. Existing al-

gorithms usually formulate it as a simple combination of

a typical detection framework and zero-shot classifier, by

learning a visual-semantic mapping from the visual features

of bounding box proposals to semantic embeddings of class

labels. In this paper, we propose a novel ZSD approach

that leverages the context information surrounding objects

in the image, following the principle that objects tend to be

found in certain contexts. It also incorporates the semantic

relations between seen and unseen classes to help recognize

located instances. Comprehensive experiments on PASCAL

VOC and MS COCO datasets show that context and class

hierarchy truly improve the performance of detection.

1. Introduction

Object detection is one of the fundamental computer vi-

sion problems, which has enjoyed a series of breakthroughs

thanks to the advances of deep learning and large-scaled la-

beled datasets. However, it is difficult to collect and anno-

tate images of all concepts that beyond daily objects. To re-

duce the limitation, zero-shot detection (ZSD) has emerged

as an important research topic recently [11, 2, 1, 12, 7]. Its

goal is to simultaneously locate and recognize each individ-

ual instance of unseen object class, in the absence of any

visual examples of those classes during the training stage.

Existing ZSD approaches mainly focus on learning a

visual-semantic correspondence based on intrinsic proper-

ties of the target objects by the means of human-defined

attributes or distributed representations learned from text

corpora. They only focus on local information near an ob-

ject’s region of interest while ignoring rich contextual infor-

mation within the image, which has been shown to benefit

the object detection performance [14, 5, 13]. Also in zero-

shot recognition problem, [15] proposed to model the con-

ditional likelihood of an object to appear in a given context

by explicitly exploiting all possible objects in the image,

to improve the recognition performance. However, since

testing categories are completely isolated from the training

ones, their connection to context cannot be well-established.

In this paper, we propose a novel context-guided ZSD

approach that incorporates into a typical detection frame-

work both context information of an object and high-level

semantic relationship among objects, i.e. super-class in the

classification branch. We conjecture that semantically anal-

ogous objects share similar environment or context. Our

ZSD approach consists of two components: (1) A context

feature extraction (CFE) module to predict super-class. Dif-

ferently, we adopt dilated convolution to extract contextual

features, consisting of valid information from a lager spa-

tial range. (2) A generic zero-shot detection branch, includ-

ing object proposal, box coordinates regression and visual-

semantic mapping. Final category is determined by both

super-class score and semantic vector.

2. Proposed Method

2.1. Problem Definition

We begin by defining the problem of our interest. Let

Ds = {(Xi, bi, ci)}
Ns

i=1
denotes the training dataset, where

∀Xi ∈ Is is the training image, bi = (xi, yi, wi, hi) is the

position and size of target bounding box and ci ∈ S,S =
{1, ..., S} is the corresponding category from the set of seen

classes S . Let U = {S + 1, ..., S + U} denotes the set of

unseen classes, where S ∩ U = ∅. Ks = {k1

s, ..., kS
s } and

Ku = {k1

u, ..., kU
u } are the corresponding semantic embed-

dings of seen and unseen classes, respectively. Given Ds,

Ks and Ku, ZSD requires the algorithm to output the bound-

ing box prediction {bk, pk, ck}
M
k=1

of each image, where

pk ∈ (0, 1) denotes the probability of object existence.

2.2. Context­Guided Zero­Shot Detector

The proposed method is based on YOLOv3 due to its

speediness and efficiency, illustrated in Fig.1. First, we use

CNN to extract hierarchical feature maps, in order to be

adaptive for objects of different scales. Second, for each
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Figure 1. The overview of our proposed model based on YOLOv3. Predictions over the base CNN feature are carried out in 3 scales and

one of them are illustrated in the figure. To make category predictions more accurate, super-class probabilities inferred from context feature

extracted by context feature extraction module (denoted as CFE) are taken into consideration.

scale, we use CFE module to extract context features for

super-class prediction p(s). At the same time, we predict

the location and the possible class label p(c|s) for each

grid based on their predicted semantic embeddings. The fi-

nal classification score is obtained by multiplying p(s) and

p(c|s).
Context Feature Extraction Modern CNN can draw

the valuable parts from feature maps under the supervi-

sion of objective function. We use dilated convolution [4]

to enlarge the reception fields and harvest context features

implicitly, as illustrated in Fig.2. In each context feature

extraction blocks (CFEB), we adjust the reception fields

of convolution kernels by setting different dilation value,

which denotes the multiple of kernel size expansion. We use

a 4-way structure, each with different dilations, to extract

hierarchical context features. The concatenation of features

from each CFEB is then passed through a 3×3 convolution

layer to get the final context features.

Unseen Category Prediction For each grid v i, we first

predict the semantic embedding k i, compute its similarity

with each class j and then multiply them with the super-

class probability score p(s) for final prediction, i.e. c̃ij =

p(s) × f(k i, k
j
s). f computes the inner product between

two vectors. k j
s is the provided semantic embedding of j-th

class. The product can be viewed as the conditional proba-

bility of categories given the super-class prior, i.e. P (C|S).
The training objective is thus formulated as follows.

Lcls =
∑

I
obj
i Lce(c̃i, ci), (1)

where Lce denotes cross entropy loss and ci is the ground-

truth one-hot label. I
obj
i is set to 1 if the box is positive.

Super-class Inference. The feature map contains the

fused knowledge of diverse ranges centered on each grid,

which corresponds spatially to the original map. Being a

guidance on category prediction, this component is also in-

ferred by the multilayer perceptron under the supervision

of ground truth super-class. The objective is formulated as

follows.

Lsup =
∑

I
obj
i Lce(P (s), Ysup). (2)

We get the ground-truth Ysup between categories and their

super-classes from WordNet [9].

Visual-Semantic Projection. We learn a parametric map-

ping from visual features to semantic embeddings by the

following function.

Lemb =
∑

I
obj
i

1

|Ys| − 1

∑

j 6=k

max(0,∆−

∥

∥

∥
k̂ i − k j

∥

∥

∥

2

+
∥

∥

∥
k̂ i − kk

∥

∥

∥

2

),

(3)

where |Ys| represents the number of seen classes and k is

the index of ground truth class. By using the margin ∆,

this projection tries to push away embeddings of other cat-

egories while fitting the current one. It is worth mentioning

that we give out only one set of super-class scores for each

grid, though there are three bounding box outputs based on

the anchor priors. This is because these three bounding

boxes in the same grid share identical visual features and

have similar location.

The overall loss of category prediction is defined as:

L = Lcls + αLsup + βLemb + γLreg. (4)

where α, β and γ are adjustable hyper-parameters. Lreg is

the same regression loss as YOLOv3.

3. Experiments

We conduct experiments on PASCAL VOC and MS

COCO datasets [8] for evaluation and use mean average

precision (mAP) as a metric under the same settings as [12].
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Figure 2. Detailed structure of Context Feature Extraction module. The module has 3 context feature extraction blocks (CFEB) where the

feature is passed through a 4-way convolution block of different dilations (reception fields) and finally concatenated together.

3.1. Zero­Shot Detection Results

Method car dog sofa train mAP(%)

HRE 55.0 82.0 55.0 26.0 54.2

Ours 20.4 92.7 50.1 55.9 54.8
Table 1. ZSD results on PASCAL VOC. HRE denotes hybrid re-

gion embedding, proposed in [2].

Table 1 shows the comparison between HRE [2] and

ours. Training on 16 classes of VOC, our model exceeds

HRE on other 4 classes by 0.6% mAP. It is also observed

that the average precision of car is evidently lower than

other unseen classes, which is probably caused by two rea-

sons. First, cars are often heavily occluded at various sizes

in street scenes. It is difficult to find them all or separate

them completely from complex background, resulting in a

low recall. Second, cars and trains usually lie in different

environments but they share the same super-class in our set-

ting, where context information cannot be fully leveraged

to distinguish between the two. Table 2 shows the perfor-

mance of zero-shot detectors under two seen and unseen

splits on MS COCO. The top part of the table refers to the

split in [1] which ignores the category names composed of

two words, while the bottom part uses an optimized split

[12] where all the classes are involved and distributed across

all the super-classes in both training and testing. From the

results, the proposed model outperforms the state-of-the-

arts approaches in both two cases.

Method split mAP(%)

Inductive
65/15

10.8

Ours 10.9

SB

48/17

0.70

DSES 0.54

LAB 0.27

Ours 7.2
Table 2. ZSD results on MS COCO. The splits of seen/unseen

classes are 65/15 and 48/17, respectively.

Figure 3. Visualization of our detection results on MS COCO.

Figure 3 demonstrates the visualized output of testing ex-

amples in MS COCO dataset, including various kinds of un-

seen objects. Most of them are successfully detected, which

confirms the effectiveness of the proposed method. It is in-

teresting to note that a gamepad (not belongs to any unseen

class) is recognized as fork, probably because it lies beside

a tin of coke.

3.2. Ablation Study

We also run a series of ablation studies to further validate

the effectiveness of the context information.

Dilated convolution performs better. We introduce di-

lated convolution for context feature extraction. As a mat-

ter of fact, the conventional convolution layer is also able

to cover the surrounding areas of the target. To evaluate



their performance, we calculate the precision of super-class

prediction of all detected bounding boxes with high confi-

dence on PASCAL VOC dataset. In Table 3, we can see that

super-class prediction benefits from dilated convolution for

a larger reception field.

Method animal vehicle household AP(%)

ours-d 62.9 47.3 72.9 61.0

ours 70.0 54.8 82.4 69.1
Table 3. Precision of super-class prediction on PASCAL VOC. All

the testing categories belong to three super-classes: animal, vehi-

cle and household. ours-d denotes the proposed method without

dilated convolution.

Super-class inference leads to better performance.

We cut off the context-guided branch of the proposed model

to form the baseline method. Table 4 demonstrates the ef-

ficacy of using context in unseen class prediction for zero-

shot object detection.

Method
Dataset

split VOC(%) split COCO(%)

baseline
16/4

48.4
65/15

8.7

ours 54.8 10.9
Table 4. MAP comparison of baseline model and the proposed

model on PASCAL VOC and MS COCO.

Figure 4 lists the average precision of each unseen class

in MS COCO. We can know that context-guidance brings an

improvement for the majority of testing classes. Taking the

category mouse with larger increase as an example, the AP

goes from 0.6% to 3.9%. By common sense, a mouse would

appear in a study scene, accompanied by computer, key-

board, desk, etc. Without its context information, a small

and plain object that has never been seen before is much

more difficult for the network to recognize.

Figure 4. Average precision of unseen classes obtained by baseline

and the proposed model on MS COCO.

In search of higher precision, we compare the re-

sults when using different semantic knowledge for visual-

semantic mapping. We report both U2U and U2T perfor-

mance on two datasets in Table 5. U2U denotes that the

label search space during testing consists of only unseen

classes. U2T denotes that the label search space during

testing includes both seen and unseen object classes. It is a

more generalized and challenging setting in zero-shot learn-

ing.

Knowldge dim
VOC COCO

U2U U2T U2U U2T

attributes 64 50.2 7.4 - -

GloVe 300 49.8 1.1 10.3 0.06

BERT 768 54.8 4.6 10.9 0.55
Table 5. Results obtained by using different semantic knowledge.

Attributes are from [6], consisting of 64 specific manual attributes.

GloVe [10] and BERT [3] embeddings are generated by their cor-

responding language models with raw class names.

As illustrated in Table 5, embeddings generated by

BERT, currently acknowledged as the most powerful lan-

guage model, outperform others on the whole, especially

under the U2U circumstance. Attributes receive decent re-

sults as well with 7.4% mAP (U2T) on PASCAL VOC

dataset because clear attribute definition avoids ambiguity

when large distances exist among classes. The more ac-

curately semantic knowledge describes the categories, the

stronger transferability of the model.

4. Conclusion

We present a novel context-guided approach for zero-

shot object detection. It mainly uses context information

to predict super-class in unseen class prediction and ex-

ceeds the state-of-the-art methods on PASCAL VOC and

MSCOCO datasets. However, there are also some limita-

tions in the proposed method when contexts are counter-

intuitive, e.g. a fork lies near the bathroom sink instead

of being in the outdoors. When two object classes share

the same super-class but are very different in appearance,

e.g. the unseen umbrella and the seen suitcase (seen), the

proposed method would largely fail in unseen prediction.

Moreover, the context in the image is not always in accor-

dance with the super-class taxonomy defined in WordNet,

which can deteriorate the performance to some extent. The

above issues will be mainly investigated in the future work.
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