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Loss Function.
We adopt [1] and use the restoration loss for low-

resolution as:
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and reconstruction loss for high-resolution as:
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In predicting optical flow and warping to generate the target
frame, the warped frames are observed as:
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with φ is a flow backward-warping function,
OFLR

1→2, OF
HR
1→2 are the estimated optical flows for

low-resolution and high-resolution respectively. The
refinement after warping frame is observed under loss
function:
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To enhance the Multi-Scale Structural Similarity (MS-
SSIM), we add the MS-SSIM loss for the final output as:

Lms-ssim =MS-SSIM(HR2, ĤR2) (5)

Finally, our total loss is defined as:

Ltotal = α ∗ Lrestore + β ∗ Lrecon + γ ∗ Lwarp

+ δ ∗ Lrefine + η ∗ Lms-ssim (6)

where α, β, γ, δ, η are hyperparameters empirically set
as 0.5, 0.5, 0.6, 0.8, 1.

Estimating scene changes and large motion using per-
ceptual distance for the Youtube UGC dataset. As shown
in 1, most of possible pairs is closer to a static pairs. Higher
perceptual distance, the less useful information that we can
leverage from the reference. We observe that there are lev-
els that the perceptual distance can represent from low to
high:

1. Static pairs.

2. Moving object with still background.

3. Moving whole frame, but the contents are the same.

4. At this distance, it’s mixed between: a) Losing objects
but still have the same color tone. b) The whole pixels
are changed with same content.

5. Scene changes or very large motion.

as shown in Figure 2.
Additional results in high resolution. are shown in Fig-

ure 3, 4, 5. The MS-SSIM of Y,U,V is shown bellow each
result.
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Figure 1. Using the perceptual metric [2] to estimate the number of scene changes or large motion scenes. x-axis represents the perceptual
distance, y-axis is for number of possible pairs in YouTube UGC dataset. Lower perceptual score means closer to a static pair.

Figure 2. Illustration of the perceptual metric [2] on detecting scene changes or large motion. The perceptual distance is increased from
left to right. Top-bottom: the reference as a previous frame and the current frame.
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Figure 3. Additional Results 1.




