
Supplementary Material
Dynamic Inference: A New Approach Toward Efficient Video Action Recognition

In this supplementary material, we provide more infor-
mation about our dyamic inference frameworks, including
the distribution of videos early stopped at each checkpoint
and visualization of videos at different checkpoints.

1. Distribution of Videos
As shown in Table 1 and Table 2, we report the num-

ber of videos stopped at each checkpoint for MSDNet-
38 [3] and ResNet-50 [2] on Kinetics-400 [4], UCF-101 [6],
HMDB-51 [5], Someting-Something V1 & V2 [1].

Checkpoint 1 2 3 4 5 6 Total
Kinetics-400 1993 2392 2871 3445 4134 4961 19796

UCF-101 Split1 807 727 654 588 530 477 3783
HMDB-51 Split1 74 110 166 248 373 559 1530

Sth-Sth v1 1404 1755 2194 2742 3427 - 11522
Sth-Sth v2 4058 4464 4911 5402 5942 - 24777

Table 1. Number of videos which stop at each checkpoint of
MSDNet-38 [3] on different datasets.

Checkpoint 1 2 3 4 Total
Kinetics-400 3433 4292 5365 6706 19796

UCF-101 Split1 1874 1030 567 312 3783
HMDB-51 Split1 265 332 415 518 1530

Sth-Sth v1 276 842 2569 7835 11522
Sth-Sth v2 1194 2745 6315 14523 24777

Table 2. Number of videos which stop at each checkpoint of
ResNet-50 [2] on different datasets.

2. Visualization
To help us better understand how videos differentiate

from each other in terms of their distinguishability for ac-
tion recognition, we visualize the video instances which exit
at different checkpoint of our method. We adopt dynamic
inference with MSDNet-38 [3] and show six randomly sam-
pled test videos from Kinetics-400 [4] validation set in Fig-
ure 1, the visualization illustrates the ability of our approach
to reduce the computational requirements for recognizing
“easy” videos. The top row Fig. 1(a) shows two videos that

were correctly classified and exited by the first checkpoint.
The middle row Fig. 1(b) shows two videos that were cor-
rectly classified and exited at the third checkpoint. The bot-
tom row Fig. 1(c) shows two “hard” examples that would
have been incorrectly classified by the first few checkpoints
but were passed on the last checkpoint. The figure sug-
gests that early checkpoint recognizes prototypical class ex-
amples, whereas the last classifier recognizes non-typical
videos.
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Playing badminton

Bench pressing

(a) Two video instances which stop at the first checkpoint of MSDNet-38 [3].

Drawing

Garbage collecting

(b) Two video instances which stop at the third checkpoint of MSDNet-38 [3].

Trimming trees

Tobogganing

(c) Two video instances which stop at the sixth checkpoint of MSDNet-38 [3].

Figure 1. Video instances which stop at the different checkpoint of MSDNet-38 [3] on Kinetics-400 validation set.
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