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Abstract

In this supplementary material, we first provide more de-
tails on generating enhanced facial boundaries from facial
landmark points. We then display more comprehensive ex-
perimental results, including failure cases. Finally, the gen-
eralization performance of the proposed method is demon-
strated.

1. Implementation Details

Boundary Type Index
Facial Outer Contour 1 - 17
Left Eye (Closed loop) 37 - 42
Right Eye (Closed loop) 43 - 48
Left Eyebrow 18 - 22
Right Eyebrow 23 - 27
Nose Bridge 28 - 31
Nose Tip 32 - 36
Upper Boundary of Upper Lip 49 - 55
Lower Boundary of Upper Lip 61 - 65
Upper Boundary of Lower Lip 66 - 68
Lower Boundary of Lower Lip 56 - 60

Table 1. The instruction of generating enhanced facial boundaries
from 68 landmark points.

We give implementation details of connecting landmark
points to form enhanced facial boundaries. The correspond-
ing relationship between 11 enhanced facial boundaries and
68 facial landmark points is shown in Table 1. The en-
hanced facial boundaries are connected according to their
semantic meanings. We form closed loops to deal with con-
tours around human eyes. Figure 1 demonstrates 11 en-
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Figure 1. The demonstration of generating 11 enhanced facial
boundaries from the 68 landmark points annotation.

hanced facial boundaries derives from 68 facial landmark
points.

2. More Qualitative Results
In this section, we present more visual results of different

super-resolution methods. Figure 2 and Figure 3 show vi-
sual results of FSR with models trained on a mixed train-set.
The mixed train-set is composed of CelebA-HQ [4], Helen
[3] and WFLW [8] train-sets proposed in section 4.1. The
reimplemented methods are trained with the same mixed
dataset.

In Figure 3, we show some failure cases of the proposed
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Figure 2. Visual results of different super-resolution methods on upscale factor of 8×. (a) Ground Truth. (b) Bicubic. (c) EDSR [5]. (d)
EnhanceNet [6]. (e) ESRGAN [7]. (f) FSRNet [1]. (g) URDGN [10]. (h) PFSR [2]. (i) Ours. (j) Ours with GAN.
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Figure 3. Visual results of failure cases on upscale factor of 8×. We can observe that our network generates unsatisfying facial images
when dealing with facial images with large poses.

method. The failure cases can be divided into two cate-
gories. As shown in the first line of Figure 3, the pro-
posed method generates facial images with blurry facial
components. The deficiency could attributes to the distri-

bution of the existing face dataset, with fewer infant and
teenage faces. As demonstrated in the second line of Fig-
ure 3, these face images are captured from different angles,
which results in severe shape distortions of facial compo-



nents. These faces have their unique geometric structures
so that the proposed method fails to extract accurate facial
representation from these images.

3. The demonstration of generalization on dif-
ferent datasets

The generalization ability of the proposed network is im-
portant when dealing with different datasets. We display
the generalizability of the proposed network to test cross-
dataset generalization in Figure 4. The model is trained on
CelebA-HQ [4] dataset, the test-set comes from WebFace
[9] dataset.

Figure 4. Visual results of the model trained on CelebA-HQ [4]
dataset to deal with images from the test-set of WebFace [9]
datasets on upscale factor of 8×.

We see that the proposed method is capable of dealing
with LR face images from a different face dataset and hal-
lucinating HR faces with realistic textures. The proposed
method still suffers from performance degradation when
dealing with face images captured from different angles.
You can refer to Figure 5 for observing details on recon-
structed faces.
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Figure 5. Visual results of the model trained on CelebA-HQ [4] dataset to deal with test images from WebFace [9] datasets on upscale
factor of 8×.


