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Abstract

Robust recovery of lost colors in underwater images re-

mains a challenging problem. We recently showed that

this was partly due to the prevalent use of an atmospheric

image formation model for underwater images and pro-

posed a physically accurate model. The revised model

showed: 1) the attenuation coefficient of the signal is not

uniform across the scene but depends on object range and

reflectance, 2) the coefficient governing the increase in

backscatter with distance differs from the signal attenua-

tion coefficient. Here, we present the first method that re-

covers color with our revised model, using RGBD images.

The Sea-thru method estimates backscatter using the dark

pixels and their known range information. Then, it uses

an estimate of the spatially varying illuminant to obtain

the range-dependent attenuation coefficient. Using more

than 1,100 images from two optically different water bod-

ies, which we make available, we show that our method with

the revised model outperforms those using the atmospheric

model. Consistent removal of water will open up large un-

derwater datasets to powerful computer vision and machine

learning algorithms, creating exciting opportunities for the

future of underwater exploration and conservation.

1. Introduction

Reconstructing colors in underwater images is a chal-

lenging task for which no robust algorithm currently ex-

ists. We recently showed that the commonly used image

formation model was partly to blame [1], because it was

derived for the atmosphere [48] and neglected the strong

wavelength dependency of light underwater. We proposed

a revised model that showed: 1) direct and backscattered

signals are governed by distinct coefficients (the old model

assumed them to be the same), and 2) each of these coef-

ficients have dependencies on factors other than the opti-

cal properties of the water (the old model ignored them).

While the revised model is physically more accurate, it has

extra parameters making its application difficult. Here, we

present the Sea-thru method that outlines how to estimate

these parameters for better scene recovery.

Figure 1. The Sea-thru method removes water from underwater

images. Best viewed online for color and details.

Large image datasets like ImageNet [20] have been in-

strumental in igniting the artificial intelligence boom, which

fueled many important discoveries in science and indus-

try in the last two decades [39]. The underwater domain,

which has no shortage of large image datasets, however,

has not benefited from the full power of computer vision

and machine learning methods which made these discov-

eries possible, partly because water masks many computa-

tionally valuable features of a scene. An underwater photo

is the equivalent of one taken in air, but covered in thick,

colored fog, subject to an illuminant whose white point and

intensity changes as a function of distance. It is difficult

to train learning-based methods for different optical condi-

tions that represent the global ocean, because calibrated un-

derwater datasets are expensive and logistically difficult to
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Figure 2. Underwater image formation is governed by an equation

of the form Ic = Dc +Bc. Dc contains the scene with attenuated

colors, and Bc is a degrading signal that strongly depends on the

optical properties of the water, and eventually dominates the image

(shown here for a gray patch). Insets show relative magnitudes of

Dc and Bc for a Macbeth chart imaged at 27m in oceanic water.

acquire. Existing methods that attempt to reverse the degra-

dation due to water are either unstable, too sensitive, or only

work for short object ranges. Thus, the analysis of large un-

derwater datasets often requires costly manual effort. On

average, a human expert spends over 2 hours identifying

and counting fish in a video that is one hour long [59].

The Sea-thru method aims to consistently remove

water from underwater images, so large datasets can

be analyzed with increased efficiency. It works as fol-

lows: given an RGBD image, it estimates backscatter

in a way inspired from the Dark Channel Prior (DCP)

developed for haze [34], but utilizing the known range

map. Next, it uses an optimization framework to esti-

mate the range-dependent attenuation coefficient using

an illumination map obtained using local space average

color [23] as input. We show that the distance-dependent

attenuation coefficient can be modeled as a 2-term ex-

ponential, which greatly reduces the unknowns in the

optimization step. We contribute more than 1,100 images

acquired in two optically different water types (avail-

able at http://csms.haifa.ac.il/profiles/

tTreibitz/datasets/sea_thru/index.html).

On these images and another underwater RGBD dataset

contributed by [7], we show qualitatively and quantitatively

that Sea-thru, which is the first to utilize the revised image

formation model, outperforms others that use the old

model.

2. Related Works

The image formation model for bad weather was devel-

oped by Nayar and Narasimhan [48]. It was assumed that

the scattering coefficient is constant over the camera sensi-

tivity range in each color channel, resulting in a coefficient

per wavelength. This model then became extensively used

for bad weather, and later adapted for the underwater envi-

ronment [52]. For scene recovery, these methods required

more than one frame of the scene, or extra information such

as 3D structure. This model was further simplified to in-

clude only one attenuation coefficient, uniform across all

color channels. This was done to enable recovery from sin-

gle images in haze [8, 26, 33, 57] and later used also for

underwater recovery [17, 19, 21, 44, 49]. While using the

same coefficient for all color channels in underwater scenes

is a very crude approximation [1], using a coefficient per

channel can yield decent results [9, 13, 52, 56, 58]. Nev-

ertheless, as we further show their accuracy is inherently

limited by the model.

Backscatter was previously estimated from single im-

ages using DCP [33], some variants of it [17, 19, 21, 44],

or other priors [9, 49]. Attenuation coefficients can be mea-

sured by ocean optics instruments such as transmissiome-

ters or spectrometers [11]. However, they cannot be used

as-is for imaging because of differences in spectral sensitiv-

ity and acceptance angle. Plus, these instruments are expen-

sive and cumbersome to deploy. Thus, it is best to estimate

the attenuation coefficients directly from images. The most

basic method for that is to photograph a calibration target at

known distances [60]. In [63], coefficients are taken from

the estimated veiling-light, ignoring the illumination color.

In [9] the attenuation coefficients per channel were esti-

mated using the grey-world assumption. Others [19, 44, 55]

alleviate this problem by using fixed attenuation coefficients

measured for just one water type.

Known distances slightly simplify the problem and were

used to estimate backscatter together with attenuation by

fitting data from multiple images to the image formation

model [13, 51, 55]. Deep networks were recently used for

reconstructing underwater scenes [43, 53]. Their training,

however, relies on purely synthetic data, and thus highly

depends on the quality of the simulation models. All the

methods so far assume the attenuation coefficients are only

properties of the water and are uniform across the scene per

color channel, but as we showed in [1, 2], this is an incorrect

assumption that leads to errors in reconstruction.

3. Scientific Background

Underwater image formation is governed by:

Ic = Dc +Bc , (1)

where c = R,G,B is the color channel, Ic is the image

captured by the camera (with distorted colors), Dc is the di-

rect signal which contains the information about the (atten-

uated) scene, and Bc is the backscatter, an additive signal

that degrades the image due to light reflected from particles

suspended in the water column (Fig. 2). The components

Dc andBc are governed by two distinct coefficients βD
c and

βB
c , which are wideband (RGB) attenuation and backscatter

coefficients, respectively [1, 2].
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The expanded form of Eq. 1 is given as [1]:

Ic = Jce
−βD

c
(vD)·z +B∞

c

(

1− e−βB

c
(vB)·z

)

, (2)

where z is range (distance) between the camera and the

objects in the scene along the line of sight, B∞

c is veil-

ing light, and Jc is the unattenuated scene that would be

captured at the location of the camera had there been no

attenuation along z. Vectors vD = {z, ρ, E, Sc, β} and

vB = {E,Sc, b, β} represent the dependencies of the co-

efficients βD
c and βB

c on range z, reflectance ρ, spectrum of

ambient light E, spectral response of the camera Sc, and

the physical scattering and beam attenuation coefficients

of the water body, b and β, all of which are functions of

wavelength λ. Previously, it was assumed that βD
c = βB

c ,

and that these coefficients had a single value for a given

scene [9], but in [1] we have shown that they are distinct,

and furthermore, that they had dependencies on different

factors. Eq. 2 is formulated for imaging in the horizontal

direction. However, throughout this work, we apply it to

scenes captured in different directions with the assumption

that the deviations are small. Future work should test the

applicability of Eq. 2 to different imaging directions.

The equations connecting RGB coefficients βD
c and βB

c

to wavelength dependent physical quantities are [1]:

βD
c = ln











∫ λ2

λ1

Sc(λ)ρ(λ)E(d, λ)e−β(λ)zdλ

∫ λ2

λ1

Sc(λ)ρ(λ)E(d, λ)e−β(λ)(z+∆z)dλ











/

∆z ,

(3)

βB
c = − ln

[

1−
∫ λ2

λ1

Sc(λ)B
∞(λ)(1− e−β(λ)z)dλ

∫ λ2

λ1

B∞(λ)Sc(λ)dλ

]

/

z .

(4)

Here, λ1 and λ2 are the limits of the visible range (400

and 700nm), E is the spectrum of ambient light at depth

d. Light penetrating vertically attenuates based on the dif-

fuse downwelling attenuationKd(λ) [47], different than the

beam attenuation coefficient β(λ) [1, 47] which is solely a

function of the type, composition, and density of dissolved

substances in the ocean [47]. If E(0, λ) is light at the sea

surface, then E(d, λ) at depth d is [2]:

E(d, λ) = E(0, λ)e−Kd(λ)d . (5)

The veiling light B∞

c in Eq. 2 is given as:

B∞

c =

∫ λ2

λ1

Sc(λ)B
∞(λ)dλ , (6)

where

B∞(λ) =
[

b(λ)E(d, λ)
]/

β(λ) . (7)

Figure 3. a) A 3D model created from 68 photographs using Pho-

toscan Professional (Agisoft LLC). b) Range map z (in meters) for

the image in Fig. 1 obtained from this model. We placed a color

chart on the seafloor to set the scale.

4. The Sea-thru Method

Based on Eqs. 2-4, to recover Jc the following parame-

ters need to be known or estimated: optical water type de-

termined by b, β, and Kd; light Ed, distance between the

camera and scene along the line-of-sight z, depth at which

the photo was taken d, the reflectance of each object in the

scene ρ, and the spectral response of the camera Sc. These

parameters are rarely, if ever, known at the time an under-

water photo is taken. In [1] we showed that βD
c was most

strongly governed by z, and βB
c was most affected by the

optical water type and illumination E. Therefore, we tai-

lor the Sea-thru method to tackle these specific dependen-

cies. Since the coefficients vary with imaging angle and ex-

posure [1], we assume that they generally cannot be trans-

ferred across images, even those taken sequentially with the

same camera, and we estimate the relevant parameters for a

given image from that image only.

4.1. Imaging and Range Map Generation

As βD
c heavily depends on z we require having a range

map of the scene, which we obtain using structure-from-

motion (SFM), commonly used underwater to measure

structural complexity of reefs (e.g., [12, 15, 16, 27, 28, 42])

and in archaeology (e.g., [45, 46]). Our method requires an

absolute value for z, whereas SFM provides range only up

to scale, so we placed objects of known sizes in the scene

(Fig. 3). When imaging from underwater vehicles, their

navigation sensors can provide velocity or altitude. An al-

ternative is stereo imaging (e.g., [7, 9, 35, 54]), which re-

quires the use of two synchronized cameras, and a straight-

forward in-water calibration before imaging survey begins.

4.2. Scene Reconstruction

From Eqs. 1 & 2 we have:

Jc = Dce
βD

c
(z)z , (8)

where Dc = Ic − Bc. Here we explicitly kept the z depen-

dency of βD
c as we must account for it, but we will ignore

other dependencies. Jc is an image whose colors are only

corrected along z, and depending on the imaging geome-

try, it may need further correction to achieve the colors of
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Figure 4. A color chart imaged at various ranges. Top row in a

shows the raw images Ic, and bottom row shows the corresponding

Dc, or backscatter-removed images. b) Bc calculated for each

color channel with the method described here (x’s), and the color-

chart based backscatter calculation method described in [1] (o’s);

values are almost identical.

an image that was taken at sea surface. Let Js denote the

image taken at the surface. Then,

Js = Jc/Wc , (9)

whereWc is the white point of the ambient light at the cam-

era (i.e., at depth d), and Js is Jc globally white balanced.

4.3. Backscatter Estimation

Backscatter increases exponentially with z, and eventu-

ally saturates (Fig. 2). Where scene reflectance ρc → 0
(all light absorbed), or E → 0 (complete shadow), the cap-

tured RGB intensity Ic → Bc. We search the image for very

dark or shadowed pixels, and use them to get an initial es-

timate of backscatter. Our approach is similar to DCP in

that it attempts to find the backscattered signal where the

Dc is minimum, but it differs in the fundamental way that

we utilize a known range map, rather than try to estimate it.

Additionally, we search for the darkest RGB triplets rather

than finding the darkest pixels independently in each color

channel and we do not form a dark channel image. The

small number of unconnected pixels our method identifies

is sufficient, because we have the corresponding range in-

formation, and a physical model of how Bc behaves with z
(but see note about imaging angle in Sec. 3).

We estimate backscatter as follows: first we partition the

range map into 10 evenly spaced clusters spanning the min-

imum and maximum values of z. In each range cluster, we

search Ic for the RGB triplets in the bottom 1 percentile,

which we denote by Ω. Then across the whole image,

B̂c(Ω) ≈ Ic(Ω) is an overestimate of backscatter, which

we model as:

B̂c = B∞

c (1− e−βB

c
z) + J

′

ce
−βD

′

c
z , (10)

where the expression J
′

ce
−βD

′

c
z represents a small residual

term that behaves like the direct signal. Using non-linear

least squares fitting, we estimate parameters B∞

c , βB
c , J ′

c,

and βD
c

′ subject to the bounds [0, 1], [0, 5], [0, 1], and [0, 5],
respectively. For this step, we ignore the z-dependency of

βD
c

′. If information about the camera sensor, water type,

etc., is available, the bounds for βD
c and βB

c can be further

refined using the loci described in [1, 2].

Depending on the scene, the residual can be left out of

Eq. 10 if the reflectance of found dark pixels are perfect

black; if they are under a shadow; if z is large; or if the water

is extremely turbid (Bc ≫ Dc). In all other cases, the inclu-

sion of the residual term is important. In reef scenes, due to

their complex 3D structure, there are often many shadowed

pixels which provide direct estimates of backscatter.

Fig. 4 demonstrates the performance of this method in

a calibrated experiment. We mounted a chart on a buoy

line in blue water (to minimize interreflections from to the

seafloor and surface), and photographed as we swam to-

wards it. The veiling effect of backscatter is clearly visible

in the far images, decreasing as z between the camera and

the chart decreases (Fig. 4a). For each image, we calculated

the ground-truth backscatter using the achromatic patches

of the chart as described in [1], and also estimated it using

the method described here (Fig. 4b). The resulting Bc val-

ues are almost identical; no inputs (e.g., water type) other

than Ic and z were needed to obtain this result. Note that

the black patch of the color chart was not picked up in Ω
in any of the images, indicating that it is indeed a just dark

gray and much lighter than true black or shadowed pixels.

4.4. Attenuation Coefficient Estimation

4.4.1 βD
c as a Function of z

We previously showed that βD
c varies most strongly with

range z [1, 2]. Inspecting Eq. 3 suggests that this variation

is in the form of an exponential decay. Before we describe

how to extract βD
c (z) from images, we formulate the rela-

tionship between βD
c and z.

Fig. 5 shows an experiment from [2] where we mounted

a color chart and a Nikon D90 camera on a frame roughly

20cm apart, and lowered this configuration from surface to

30m depth while taking photographs. Backscatter and at-

tenuation between the camera and the chart are both negli-

gible since the distance z between the chart and the camera

was small, yielding Ic → Jc. In this setup, the color loss

is due to the effective attenuation coefficient acting in the

vertical distance d from the sea surface, and is captured in

the white point of ambient light Wc at each depth.
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Figure 5. Using a dataset from [2] we calculate βD

c (z) three different ways: extracting it from photos of the same object at two different

distances; calculating it using the white point of the ambient light using Eq. 9; and simulating it using Eq. 3. For this dataset, a color chart

(DGK Color Tools) and the camera were mounted on a frame very close to each other so that Ic → Jc. The frame was imaged from surface

to 30m depth in the Red Sea using a Nikon D90. a) Raw images captured by the camera (top row; not all are shown), and same images

after white balancing using the achromatic patch (bottom row). Brightness in each image was manually adjusted for visualization. b) For

simulating the value of βD

c , we used the spectral response of Nikon D90 from [38], assumed CIE D65 light at the surface [61], measured

the reflectance of the second brightest gray patch (note that it does not reflect uniformly), and for the optical water type, used the diffuse

downwelling attenuation coefficient Kd(λ) we measured in situ (magenta curve in c). This curve agrees well with the oceanic water types

defined by Jerlov (black curves in c) [36, 37]. d) βD

c decays as a 2-term exponential with z as shown by all three methods.

From each image, we calculated the effective βD
c in the

vertical direction two different ways: from pairwise images

as described in [2], and by using Eq. 9 with Wc extracted

from the intensity of the second (24%) gray patch in the

color chart. Additionally, we used Eq. 3 to calculate the

theoretical value of βD
c in that water type using the spectral

response of the camera from [38], and the Kd(λ) of the

water body (which acts in the vertical direction) which we

had measured. All three ways of estimating βD
c in Fig. 5

demonstrate that βD
c decays with distance, in this case d.

Based on the data in Fig. 5 and additional simulations we

describe the dependency of βD
c on any range z using a 2-

term exponential in the form of:

βD
c (z) = a ∗ exp(b ∗ z) + c ∗ exp(d ∗ z) . (11)

For short ranges, βD
c (z) can also be modeled as a line.

4.4.2 Coarse Estimate of βD
c (z) From an Image

Assuming Bc is successfully removed from image Ic, we

can now proceed to estimating βD
c (z) from the direct signal

Dc. Note from Eq. 2 that the direct signal is the product

of the scene Jc (at the location of the camera) attenuated

by e−βD

c
(z)z . Thus, the recovery of the scene Jc reduces to

a problem of the estimation of the illumiant map between

the camera and the scene, which varies spatially. Given an

estimate of the local illuminant map Êc(z), we can obtain

an estimate of βD
c (z) as follows:

β̂D
c (z) = − log Êc(z)/z. (12)

Estimation of an illuminant locally is a well-studied topic

in the field of computational color constancy (e.g., [6, 10,

22, 29, 32, 41]). Several methods, most notably the Retinex

model which mimics a human’s ability to discount vary-

ing illuminations, have been applied on underwater imagery

(e.g., [30, 62]), and a recent work showed that there is a di-

rect linear relationship between atmospheric image dehaz-

ing and Retinex [31]. If backscatter is properly removed

from original images, we can expect many of the multi-

illuminant estimation methods to work well on underwater

images. Here, we adopt a variant of the local space aver-

age color (LSAC) method described in [24], as it utilizes

a known range map. This method works as follows: for a

given pixel (x, y) in color channel c, local space average

color ac(x, y) is estimated iteratively through updating the

equations:

a′c(x, y) =
1

Ne

∑

Ne

ac(x
′, y′) (13)

ac(x, y) = Dc(x, y)p+ a′c(x, y)(1− p) , (14)

where the neighborhood Ne is defined as the 4-connected

pixels neighboring the pixel at (x, y) which are closer to it

than a range threshold ∈:

Ne(x
′, y′) = (x′, y′) with ‖z(x, y)− z(x′, y′)‖ ≤∈. (15)

1686



Set Scene Depth Angle Bc Water Type # images Camera Lens

D1 reef 10m down low clear 559 Sony α7R Mk III Sony FE 16-35mm f/2.8GM

D2 reef 10m down high clear 318 Sony α7R Mk III Sony FE 16-35mm f/2.8GM

D3 reef 4m all low clear 68 Sony α7R Mk III Sony FE 16-35mm f/2.8GM

D4 canyon 4-9m down high turbid 153 Nikon D810 Nikkor 35mm f1.8

D5 reef 5m forward med clear 59 Nikon D810 Nikkor 35mm f1.8

Table 1. Datasets we contribute with SFM-based range maps for each image. Each set contains multiple images with a color chart.

Here, the initial value of a(x, y) is taken as zero for all

pixels, since after a large number of iterations the start-

ing value will be insignificant. The parameter p describes

the local area of support over which the average is com-

puted and depends on the size of the image; large p means

that local space average color will be computed for a small

neighborhood. Then, the local illuminant map is found as

Êc = fac, where f is a factor based on geometry scaling all

color channels equally and can be found based on the scene

viewed. We use f = 2 following [23] for a perpendicular

orientation between the camera and the scene.

4.4.3 Refined Estimate of βD
c (z)

Next, we make use of the known range map z and refine the

estimate of βD
c (z) found from Eqs. 12-15 to obey the given

z. We rewrite Eq. 12 as:

ẑ = − log Êc

/

βD
c (z) , (16)

and minimize:

min
βD
c
(z)

‖z − ẑ‖, (17)

where βD
c (z) is defined in the form of Eq. 11 with

parameters a, b, c, d. The lower and upper bounds for

these parameters to obtain a decaying exponential will be

[0,−∞, 0,−∞], and [∞, 0,∞, 0], respectively; but can be

narrowed using the coarse estimate obtained from Eq. 12.

Using the refined estimate of βD
c (z), we recover Jc using

Eq. 8. In Jc, spatial variation of ambient light has already

been corrected, so all that remains is the estimation of the

global white point Wc. This can be done using statistical

or learning based methods (see [32] for a survey); here for

the scenes that contain a sufficiently diverse set of colors,

we adopt the simple and fast Gray World Hypothesis [14],

and for monochromatic scenes (such as in our dataset D4

we introduce next), we use a spatial-domain method from

[18] that does not rely on color information.

4.5. Photofinishing

We use the camera pipeline manipulation platform de-

scribed in [40] to convert Sea-thru outputs to a standard

color space, inserting them into the pipeline before Step 6

and specifying an identity matrix for white balance.

5. Datasets

We contribute five underwater RGBD datasets (Table 1).

All were acquired under natural illumination, in raw format,

with constant exposure settings for a given set, and contain

multiple images with color charts.

6. Results: Validation and Error Analysis

We use our dataset from Table 1 and the stereo RGBD

dataset from [7] to test the following scenarios:

S1. Simple contrast stretch.

S2. Former model with an incorrect estimate of Bc.

Specifically, we use DCP [34], which typically overes-

timates Bc in underwater scenes. We used the built-in

imreducehaze function in Matlab.

S3. Former model, with a correct estimate of Bc (i.e., cor-

rect B∞

c and βB
c ), and assuming βc = βD

c = βB
c .

S4. Revised model, with a correct estimate of Bc, and Jc
obtained as Jc = Dc/Êc without explicitly computing

βD
c (z).

S5. Sea-thru, which uses the revised model where βB
c 6=

βD
c , and βD

c = βD
c (z) from Eq. 11.

Since Sea-thru is the first algorithm to use the revised un-

derwater image formation model and has the advantage of

having a range map, we do not test its performance against

single image color reconstruction methods that also try to

estimate the range/transmission. After a meticulous sur-

vey of these methods, authors in [7] found that DCP-based

ones [21, 50] were not able to consistently correct colors,

and others [3, 4, 5, 25] were designed to enhance images

rather than achieve physically accurate corrections. The

proposed method in [7] does aim to recover physically ac-

curate colors (using the former model), but only works for

horizontal imaging with sufficiently large distances in the

scene, making it unsuitable for many of our images.

We present raw images, range maps, and the correspond-

ing S1-S5 results on D1-5 in Fig. 6, and on the stereo

database of [7] in Fig. 7. For evaluation, we used RGB angu-

lar error ψ̄ between the six grayscale patches of each chart

and a pure gray color, averaged per chart

ψ̄ = (1/6) cos−1
[

Ic/(
√
3‖Ic‖)

]

, (18)

as also done by [7]. Lower ψ̄ value indicates better correc-

tion (though see exceptions below); errors (in degrees) are
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Figure 6. Results on D1-5 (Table 1). For each chart and method, ψ̄ rounded to the nearest integer is given in inset; Chart #1 is closest to

the camera. Average errors for the dataset are: raw: 20.57, S1: 12.49, S2: 14.38, S3: 21.77, S4: 4.13, S5: (Sea-thru) 6.33.

listed in the insets of Figs. 6 & 7 per color chart for scenes

that had them, rounded to the nearest integer.

In all cases, the simple contrast stretch S1, which is

global, works well when scene distances are more or

less uniform. The DCP method (S2) often overestimates

backscatter (which can improve visibility), and generally

distorts and halucinates colors. For example what should

be uniformly colored sand appears green and purple in both

datasets. In D1 3272, the gray patches of the color chart in

S2 have visible purple artifacts, yet their ψ̄ error is lower

than that of S5, suggesting that ψ̄ is not an optimal met-

ric for quantifying color reconstruction error. In S3-S5, the

correct amount ofBc is subtracted. In S3 attenuation is cor-

rected with a constant βD
c , as had been done by methods us-

ing the former model. When there is large variation in range

(e.g., Fig. 7), the failure of the constant βD
c assumption is

most evident, and this is also where S5 has the biggest ad-

vantage (though S3 also fails on scenes with short ranges,

e.g., D3&4). Range maps often tend to be least accurate

furthest from the camera, which also adds to the difficulty

of reconstructing colors at far ranges. S4 sometimes yields

lower errors on the color cards than S5. This makes sense

as it is easier to calculate the illuminant on the cards; how-

ever S5 results are better on the complete scenes. S4 can be
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Figure 7. Results on the stereo dataset of [7]. Their range maps were further processed to remove spurious pixels. ψ̄ rounded to the nearest

integer is given in inset; chart #1 is closest to the camera. S1 and S2 do not utilize range maps; for others, lack of ψ̄ values indicate missing

range information. The average errors across all images are: raw: 22.28, S1: 6.83, S2: 10.03, S3: 12.04, S4: 4.46, S5: (Sea-thru) 4.94.

used for a first-order correction that is better than previous

methods.

7. Conclusions

Taking its strength from an image formation model de-

rived for the ocean, Sea-thru offers a glimpse into the un-

derwater world without skewed colors. It highlights that βD
c

and βB
c are distinct, and the z-dependency of βD

c cannot be

ignored. We focused on recovering the z-dependency as it is

the most prominent, but in the future plan to also recover the

ρ-dependency to improve correction. As recovering these

intricate dependencies is extremely challenging, deep nets

should perform better than the estimation methods we used.

Since ground-truth cannot be attained for this environment

their training has to be conducted with carefully designed

simulations based on the correct image formation models.

Careful simulations can also help with another challenge

that arose in this work; the evaluation of results. The dataset

published in [7] was acquired with significant effort to place

multiple color charts in the scene, but evaluation limited to

the charts does not always tell the full story.

Sea-thru is a significant step towards opening up large

underwater datasets to powerful computer vision and ma-

chine learning algorithms, and will help boost underwater

research at a time when our oceans are increasing stress

from pollution, overfishing, and climate change.
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