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Abstract

This work studies the unsupervised re-ranking procedure

for object retrieval and person re-identification with a spe-

cific concentration on an ensemble of multiple metrics (or

similarities). While the re-ranking step is involved by run-

ning a diffusion process on the underlying data manifolds,

the fusion step can leverage the complementarity of multiple

metrics.

We give a comprehensive summary of existing fusion

with diffusion strategies, and systematically analyze their

pros and cons. Based on the analysis, we propose a uni-

fied yet robust algorithm which inherits their advantages

and discards their disadvantages. Hence, we call it Uni-

fied Ensemble Diffusion (UED). More interestingly, we de-

rive that the inherited properties indeed stem from a the-

oretical framework, where the relevant works can be ele-

gantly summarized as special cases of UED by imposing

additional constraints on the objective function and vary-

ing the solver of similarity propagation. Extensive experi-

ments with 3D shape retrieval, image retrieval and person

re-identification demonstrate that the proposed framework

outperforms the state of the arts, and at the same time sug-

gest that re-ranking via metric fusion is a promising tool to

further improve the retrieval performance of existing algo-

rithms.

1. Introduction

Due to the advance in the acquisition, storage, and shar-

ing of visual content, the image and multimedia collec-

tions have shown a continuous and consistent growth, both

in scope and diversity. Consequently, the development of

methods for indexing and retrieving such information has

become essential. Given a query instance, the goal of visual

retrieval is to find objects sharing similar visual appearances

with the query in a large database. Therefore, a reliable

metric (or similarity) function is vital to the retrieval perfor-

mance.

However, traditional object retrieval systems perform

only pairwise comparisons, i.e., computing distance (or

similarity) measures between object pairs and ignoring the

contextual information encoded in the relationships among

objects. To address this issue, re-ranking approaches [33,

4, 5, 21] have been proposed for the sake of refining

the retrieval results without the need of user intervention.

Such methods (e.g., manifold ranking [71], diffusion pro-

cess [10]) replace the pairwise distances by more global

similarity measures, capable of analyzing data collections

more globally and taking into account the underlying man-

ifold structure to reveal the intrinsic relationship between

objects.

Meanwhile, with the long-standing development of fea-

ture learning, plenty of visual descriptors have been pro-

posed, from the conventional handcrafted ones [56, 55, 45,

29] to deep-learned ones [11, 60, 66, 25]. Different visual

descriptors generally focus on different visual characteris-

tics of objects. As a result, significant efforts [36] have been

devoted recently to metric fusion to leverage the comple-

mentary nature. Generally, metric (or similarity) fusion can

be done in any stage of a typical retrieval pipeline (e.g., fea-

ture learning stage [37], indexing stage [48, 65, 39]). In this

work, we consider metric fusion in the re-ranking stage, par-

ticularly diffusion process [10], to capture the geometrical

structure of multiple data manifolds.

Existing fusion with diffusion methods can be coarsely

divided into three categories. Naive Fusion (NF) sim-

ply averages the edge weights of multiple affinity graphs,

such as locally constrained mixed diffusion [32], graph fu-

sion [68, 67], and Yang et al. [61]. In order to combine

two distinct and complementary metrics, Tensor Product

Fusion (TPF) [72] considers a homogeneous fusion on a

tensor product graph. To handle noisy input metric, Reg-

ularized Ensemble Diffusion (RED) [7] performs similarity

learning and weight learning simultaneously to maximize

the smoothness of multiple graph-based manifolds.

As detailed in Sec. 2, NF is the fastest among these meth-

ods, but it is extremely susceptible to noisy similarities. By

contrast, TPF considers the interplay of two similarities, at-

taining robustness to noise to a certain extent. However, it

can only fuse two similarities each time. Although RED

can eliminate the influence of noises via a dynamic weight
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learning mechanism, it is relatively computationally expen-

sive as the diffusion step must be done for each input indi-

vidually.

With these observations, we propose in this work a new

fusion with diffusion algorithm called Unified Ensemble

Diffusion (UED). The primary contributions of UED are

three folds:

1) UED combines the advantages of three existing types

of fusion with diffusion methods without inheriting

their drawbacks. In particular, UED is more robust to

noisy input than RED, since it considers the interplay

of two similarities as TPF does. Meanwhile, it can han-

dle more than two similarities, instead of merely two

in the case of TPF. Furthermore, the diffusion step of

UED can be executed much faster than RED, almost as

fast as naive fusion. We will demonstrate those proper-

ties both theoretically (see Sec. 3) and experimentally

(see Sec. 5).

2) More importantly, by deeply analyzing the relation-

ship between UED and existing methods, we observe

that the inherited properties indeed stem from a unified

framework, where all those methods can be summa-

rized as special cases of UED. The inherent differences

lie in the additional constraints on the objective func-

tion and the variation of similarity propagation (see

Sec. 4).

3) UED has undergone a careful design of formulation

and derivation. Unfortunately, it becomes a non-

convex optimization, which is hard to solve. A by-

product contribution of our work is, for the first time

to our knowledge, to introduce the replicator equa-

tion [40, 41] as a powerful optimizer to learn the metric

weights in the re-ranking stage.

Extensive experiments are conducted with 3D shape re-

trieval on the ModelNet40 [59] and ModelNet10 datasets,

image retrieval on the Holidays [22] and Ukbench [34]

datasets, and person re-identification on the Market-1501

dataset [69]. The state-of-the-art performance firmly

demonstrates the effectiveness of the proposed framework.

2. Metric Fusion Revisited

Let G = {G1,G2, . . . ,GM} be a multi-graph, where

G
µ = (X,Wµ) is the µ-th (1 ≤ µ ≤ M ) affinity graph

parameterized by the µ-th metric (or similarity). The ver-

tex set X = {x1, x2, . . . , xN} denotes the objects and

W
µ ∈ R

N×N denotes the adjacency matrix with Wµ
ij be-

ing the initial similarity between xi and xj associated with

the µ-th metric. Usually, a transition matrix is defined via

S
µ = (Dµ)

−1/2
W

µ(Dµ)
−1/2

, where D
µ ∈ R

N×N is a

diagonal matrix with elements Dµ
ii =

∑N
j=1 W

µ
ij . The ba-

sic objective is to learn a new similarity A ∈ R
N×N on

G in an unsupervised manner so that the indexed candidate

images for a given query (or probe) can be re-ranked.

To enable re-ranking, various methodologies can be

used, such as learning to rank [8], metric learning [36],

manifold ranking [71], etc. In this work, we consider a rep-

resentative branch called diffusion process [10] in retrieval,

upon which we build the fusion paradigm to integrate mul-

tiple metrics. Among the variants of diffusion process sum-

marized in [10], we select tensor product diffusion as the

backbone as it has been demonstrated [62] to be more ro-

bust in the scope of object retrieval.

2.1. Naive Fusion

Naive Fusion (NF) is a two-step solution:

Fusion Step. Simply average the multiple similarities to

generate the transition matrix as

S =
1

M

M∑

µ=1

S
µ. (1)

Diffusion Step. Run a diffusion process with S to obtain

the target similarity A as

A
(t+1) = αSA(t)

S
T + (1− α)I, (2)

where t is the number of iteration, α ∈ (0, 1) is a trade-

off parameter, and I ∈ R
N×N is the identity matrix. As

the transition matrix S is a symmetric matrix, we will inter-

changeably use S = S
T subsequently.

It is proven [4, 5] that after a sufficient number of itera-

tions, Eq. (2) converges to

A
∗ = (1− α)vec−1

(
(I− αS⊗ S)−1vec(I)

)
, (3)

where ⊗ denotes the Kronecker product, vec(·) is the vec-

torization of the input matrix by stacking its columns one

by one, and its inverse function is vec−1. To simplify the

notation, we will use ~Y = vec(Y) for any input matrix Y.

2.2. Tensor Product Fusion

Tensor Product Fusion (TPF) is a one-step solution:

Fusion with Diffusion Step. Simultaneously fuses two

metrics in one diffusion step. When fusing the µ-th and

the ν-th affinity graph, it is defined as

A
(t+1) = αSν

A
(t)
S
µ + (1− α)I. (4)

It is proven [72] that after a sufficient number of itera-

tions, Eq. (4) converges to

A
∗ = (1− α)vec−1

(

(I− αSµ ⊗ S
ν)−1~I)

)

. (5)
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2.3. Regularized Ensemble Diffusion

Regularized Ensemble Diffusion (RED) [7] is a two-step

solution proposed recently:

Diffusion Step. Given β = {β1, β2, . . . , βM} with βµ (1 ≤
µ ≤ M) being the weight of the µ-th affinity graph, the

diffusion step of RED is defined as

A
(t+1) =

M∑

µ=1

αµS
µ
A

(t)
S
µ + (1−

M∑

µ=1

αµ)I, (6)

where

αµ =
βµ

γ +
∑M

µ′=1 βµ′

. (7)

Therein, γ > 0 is a small weight constant to ensure that the

state of convergence

A
∗ = vec−1

(

(1−
M∑

µ=1

αµ)(I−
M∑

µ=1

αµS
µ⊗S

µ)−1~I
)

(8)

can be obtained.

Fusion Step. The vector with metric weight β is not deter-

mined empirically. RED can dynamically learn the metric

weights to amplify the contributions of discriminative affin-

ity graphs and suppress those of noisy ones.

By initializing with equal weights 1
M , the weight β can

be optimized via coordinate descent. It has been proven

that by alternating the diffusion step and the fusion step, an

optimal similarity A
∗ and weight configuration β can be

derived. Details can be found in [7].

2.4. Summary of Pros and Cons

The three existing types of fusion methods, including

Naive Fusion (NF), Tensor Product Fusion (TPF), and Reg-

ularized Ensemble Diffusion (RED), have different pros and

cons.

First, NF is the most efficient one. As can be seen from

Eq. (1), NF conducts the fusion step of input similarities

first, then the diffusion step is only executed once. How-

ever, it is quite vulnerable to noisy similarities as it weights

each input equally. As a consequence, when less discrim-

inative similarities exist, the retrieval performance of NF

may easily deteriorate.

Second, TPF considers the complementarity and the in-

terplay of two distinct similarities, as shown in Eq. (4). In

comparison, NF and RED both consider input similarities

individually, by simply averaging them with equal weights

(see Eq. (1)) or dynamic weights (see Eq. (6)). However,

one primary defect of TPF is that it can only tackle two in-

puts, limiting its promotion and usage where more than two

metrics are available.

At last, among the three methods, RED is the most ro-

bust one to noisy similarities since it exerts a robust weight

learning paradigm to the diffusion step. However, as Eq. (6)

says, each diffusion step has to be done for each input sim-

ilarity individually. Hence, it is more computationally ex-

pensive although the scale of time complexity is the same

as NF and TPF. Interested readers can refer to [7] for more

detailed analysis.

To address the limitations of existing types of fusion

methods, we will present a novel method called Unified En-

semble Diffusion (UED) in Sec. 3 which inherits the advan-

tages of those methods. More interestingly, we theoretically

analyze in Sec. 4 that the inherited advantages stem from a

unified framework, where NF, TPF, and RED can be ele-

gantly summarized as special cases of UED.

3. Proposed Method

A pertinent suggestion of Unified Ensemble Diffusion

(UED) is to first compute a weighted average of input simi-

larities as

S =

M∑

µ=1

βµS
µ, (9)

where the weight β = {β1, β2, . . . , βM} will be learned

afterwards. Although Eq. (9) appears to be a simple modi-

fication of naive fusion, we will demonstrate in this section

that it leads to some nice mathematical properties and prac-

tical benefits (e.g., it allows us to consider the interplay of

all pairs of affinity graphs), which constitutes the base for

the core contribution of this work in Sec. 4.

3.1. Objective Function

UED learns the target similarity A by solving the fol-

lowing optimization problem

min
A,β

βT
Hβ + γ‖A− I‖F + η‖β‖22,

s.t. β ∈ ∆ = {β ∈ R
M×1 : β ≥ 0, ‖β‖1 = 1},

(10)

where matrix H ∈ R
M×M with its entries defined as

H
µν =

1

2

N
∑

i,j,k,l=1

W
µ
ijW

ν
kl(

Aki
√

D
µ
iiD

ν
kk

−
Alj

√

D
µ
jjD

ν
ll

)2

= ~A
T(I− S

µ ⊗ S
ν)~A

(11)

measures the smoothness of A with respect to all the input

similarity pairs Wµ (1 ≤ µ ≤ M ) and W
ν (1 ≤ ν ≤ M ).

‖A − I‖F computes the difference of A from the identity

matrix I, meaning that the self-similarity should be pre-

served with the weight γ > 0. ‖β‖22 computes the squared

L2 norm of β, whose contribution to the overall loss is

weighted by η > 0 to avoid overfitting to a specific input.

3.2. Derivation

As there are two variables to learn, i.e., the target sim-

ilarity A and the weight configuration β, we decompose
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Eq. (10) into two sub-problems, then adopt an alternating

manner to solve the optimization problem.

Diffusion Step. When learning A, we fix β. Consequently,

the third term in Eq. (10) is a constant and can be omitted.

Then, Eq. (10) is equivalent to

min
A

M∑

µ,ν=1

βµβν
~AT(I− S

µ ⊗ S
ν)~A+ γ‖~A−~I‖22. (12)

By taking the partial derivative with respect to ~A, we obtain

2

M∑

µ,ν=1

βµβν(I− S
µ ⊗ S

ν)~A+ 2γ(~A−~I). (13)

By setting it to zero, we derive the closed-form solution

~A =
γ

Λ
(I−

1

Λ

M∑

µ,ν=1

βµβνS
µ ⊗ S

ν)−1~I, (14)

where

Λ = γ +

M∑

µ,ν=1

βµβν = γ + 1. (15)

By applying vec−1 to both sides of Eq. (14), the optimal

solution A can be obtained.

To efficiently learn A in practice, we use an iteration-

based solver given as

A
(t+1) =

1

Λ
(

M∑

ν=1

βνS
ν)A(t)(

M∑

µ=1

βµS
µ) +

γ

Λ
I. (16)

By substituting Eq. (9) into Eq. (16), one can simplify it to

A
(t+1) =

1

Λ
SA

(t)
S+

γ

Λ
I. (17)

A key observation drawn from Eq. (17) is that UED

firstly computes a weighted average of multiple input sim-

ilarities and conducts one diffusion step in one trial. Com-

pared with NF (Eq. (2)), the diffusion step of UED is ad-

equately efficient but less susceptible to noise owing to a

weight learning mechanism. Compared with RED defined

in Eq. (6) which needs to conduct a diffusion step for each

input similarity individually, the diffusion step of UED is

more computationally efficient because only one diffusion

step is enough for multiple input similarities.

Now, we prove the iteration in Eq. (16) can approximate

the closed-form solution in Eq. (14). Eq. (16) is equivalent

to

A
(t+1) =

1

Λ

M∑

µ,ν=1

βνβµS
ν
A

(t)
S
µ +

γ

Λ
I. (18)

By applying vec(·) to its both sides and using the property

of Kronecker product, we have

~A(t+1) =
1

Λ

M∑

µ,ν=1

βµβν(S
µ ⊗ S

ν)~A(t) +
γ

Λ
~I. (19)

As proven in the supplementary material, Eq. (19) con-

verges to the closed-form solution in Eq. (14). To see this

directly, one could set ~A(t+1) = ~A(t) in Eq. (19). Then, the

solution would look like Eq. (14).

Fusion Step. When learning β, we fix A. Consequently,

the second term in Eq. (10) is a constant and can be omitted.

Then, the objective function becomes

min
β

βT
Hβ + η‖β‖22, s.t. β ∈ ∆, (20)

which is an optimization of a quadratic function on the sim-

plex ∆. Unfortunately, Eq. (20) is not guaranteed to be a

convex optimization with respect to β, e.g., H + ηI is not

positive semi-definitive.

To address this issue, we prove that after some algebraic

transformations, a replicator equation [40, 41] can be used

to obtain a proper local maximizer of the following equiva-

lent objective function

max
β

βT
H̄β, s.t. β ∈ ∆, (21)

where H̄ = −H/2−H
T/2−ηI+C and C ∈ R

M×M is a

matrix with all its entries equal to the maximum element of

(H/2 + H
T/2 + ηI). Due to the space limitation, the de-

tailed derivation is put in the supplementary material. Then,

Eq. (21) can be solved by using the replicator equation as

β(t+1) =
β(t) ⊙ H̄β(t)

β(t)TH̄β(t)
, (22)

where t is the number of iteration and ⊙ denotes the

element-wise multiplication. Two conditions need to be sat-

isfied for the sake of the convergence of replicator equa-

tion [30]. First, H̄ is symmetric and all its entries are non-

negative, which can be simply obtained from the definition

of H̄. Second, every trajectory staring in the simplex ∆ will

remain in the simplex. To this end, we need to prove the L1

norm of β(t+1) is always equal to 1. Equivalently, we need

to prove the L1 norm of the numerator of Eq. (22) is equal

to the denominator of Eq. (22). It holds, since

‖β(t) ⊙ H̄β(t)‖1 =

M∑

µ=1

β(t)
µ

M∑

ν=1

H̄µνβ(t)
ν

=
M∑

µ,ν=1

β(t)
µ H̄µνβ(t)

ν = β(t)T
H̄β(t).

(23)
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Algorithm 1: Unified Ensemble Diffusion

Input:

M adjacency matrices {Wµ}Mµ=1 ∈ R
N×N , γ, η.

Output:

The target similarity A.

begin

Initialize the weight βµ = 1
M , ∀µ.

repeat
Compute S using Eq. (9).

Update A using S and Eq. (17).

Compute H using Eq. (11).

Update β using H and Eq. (22).

until convergence

return A

We alternate the diffusion step and the fusion step. The

whole optimization is guaranteed to converge to an equi-

librium. The overall procedure is summarized in Alg. 1.

Comparing with the previous works, UED possesses some

nice properties, as we will state in Sec. 4.

4. A Unified Framework

In this section, we demonstrate that existing fusion meth-

ods can be summarized in a unified framework defined by

the proposed Unified Ensemble Diffusion (UED).

4.1. Regularization on Simplex

Recall the objective function of UED in Eq. (10), and a

unified framework can be built by imposing an additional

simplex ∆o. Then, the constraint becomes

β ∈ ∆ ∩∆o, (24)

which is the intersection of the original simplex ∆ of UED

and the additional simplex ∆o.

Naive Fusion sets ∆o to

∆o = {β : βµ =
1

M
, ∀µ}, (25)

which means that all input similarities have equal weights

and keep unchanged.

Tensor Product Fusion sets ∆o to

∆o = {β : if µ = ν, βµ = βν = 0; else = 1} (26)

which means that only two different similarities are fused,

both having weight 1.

Regularized Ensemble Diffusion sets ∆o to

∆o = {β : βµβν = 0, ∀µ 6= ν}, (27)

which means that no interplay between two different simi-

larities are encouraged. All the input similarities are fused

individually.

4.2. Variation of Iteration

Different regularizations on the simplex ∆o are sub-

jected to different iteration-based solver. Recall the

iteration-based solver of UED in Eq. (16) and Eq. (17).

Then, a unified framework can be built as follows.

Naive Fusion. It is easy to show that with equal weights,

Eq. (17) degenerates to the diffusion step of NF in Eq. (2).

One subtle identity is needed for the equivalence, i.e., α =
1/Λ. According to the definition of Λ in Eq. (15), 1− α =
γ/Λ.

Tensor Product Fusion. The similarity propagation in

Eq. (16) can be transformed into

(

M∑

ν=1

βνS
ν)A(t)(

M∑

µ=1

βµS
µ) =

M∑

µ=1

β2
µS

µ
A

(t)
S
µ

︸ ︷︷ ︸

RED

+
M∑

µ 6=ν

βµβνS
ν
A

(t)
S
µ

︸ ︷︷ ︸

TPF

.
(28)

By substituting the simplex in Eq. (26) into Eq. (28) and

selecting the µ-th and the ν-th affinity graph, we can obtain

the fusion with diffusion step of TPF in Eq. (4) by defining

α = 1/Λ.

Regularized Ensemble Diffusion. By substituting the sim-

plex in Eq. (27) into Eq. (28), Eq. (16) becomes

A
(t+1) =

1

Λ

M∑

µ=1

β2
µS

µ
A

(t)
S
µ +

γ

Λ
I, (29)

which is equivalent to the diffusion step of Eq. (6) if consid-

ering β2
µ (1 ≤ µ ≤ M ) as the target weight to be learned.

Finally, it should be mentioned that the fusion step of

weight learning varies with different methods.

4.3. Summary of Main Contributions

As summarized in Sec. 2.4, existing fusion methods have

different pros and cons. In comparison, UED inherits the

advantages and discards the disadvantages with a delicate

design of objective function and derivation.

First, the diffusion step of UED is almost as fast as naive

fusion. As Eq. (9) shows, it can also merge multiple in-

put similarities in one trial, and does not need to exhaus-

tively apply diffusion step to each input as tensor product

fusion and regularized ensemble diffusion. Second, we can

draw from Eq. (28) that UED can also consider the inter-

play of two distinct affinity graphs as tensor product fusion,

so that the complementarity between metrics can be better

exploited. More importantly, UED is not limited to only

fusing two inputs as tensor product fusion. Instead, it can

also tackle more than two input similarities as naive fusion
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Baselines
ModelNet40 ModelNet10

AUC mAP AUC mAP

B1 77.19 76.52 88.97 87.98

B2 80.12 79.41 89.02 88.17

B3 80.39 79.53 91.24 89.97

B4 45.10 44.52 62.37 61.47

Table 1. The performance (%) of four baselines on the Model-

Net40 and ModelNet10 dataset.

and regularized ensemble diffusion. Third, due to the dy-

namic weight learning paradigm, UED is robust to noisy

input similarities. Meanwhile, to tackle the non-convex op-

timization, we also introduce replicator equation as an ef-

fective optimizer for weight learning.

At last, we emphasize that UED is not merely an algo-

rithm about metric fusion in re-ranking. More importantly,

it can summarize existing methods in a unified framework

with a theoretically-sound explanation.

5. Experiments

In this section, we evaluate the proposed framework on

various retrieval tasks, including 3D shape retrieval, image

retrieval, and person re-identification.

5.1. 3D Shape Retrieval

3D shape retrieval has been an important topic in 3D vi-

sion especially in recent years. The experimental compari-

son is done on the ModelNet dataset [59], which is a repre-

sentative large-scale 3D shape repository. The current ver-

sion of ModelNet consists of 151, 128 3D CAD models, di-

vided into 662 object categories. Following [54, 6], we use

two subsets to evaluate the retrieval performance, i.e., Mod-

elNet40, containing 12, 311 shapes in 40 object categories,

and ModelNet10, containing 4, 899 shapes in 10 object cat-

egories. We use the same training-testing split as in [6, 23,

54, 52, 17] and employ Area Under precision-recall Curve

(AUC) and mean Average Precision (mAP) as the evalua-

tion metrics.

Baselines. In order to ensure a fair comparison, we adopt

exactly the same four baseline similarity measures as in [7],

including GIFT [6], ResNet [16], Volumetric CNN [42],

and PANORAMA [37]. For the notation simplification, we

denote them as B1, B2, B3, and B4, respectively. The base-

line performance is presented in Table 1.

Comparison with Fusion Methods. In Tables 2 and 3, we

compare the results of those fusion with diffusion methods

summarized in the proposed framework on the ModelNet40

and ModelNet10 datasets, respectively. As TPF can only

fuse two similarities each time, its results are given in a

range. The evaluation is done by fusing the 3-combination

of the similarity sets or all the four similarities.

As can be drawn from Table 2, the proposed UED ob-

tains the best performance in most similarity combinations

on the ModelNet40 dataset. For example, when fusing B2,

B3, and B4, UED reports AUC 88.05 and mAP 87.30. In

terms of AUC, the reported performance is better than RED

by 1.57, the best trial of TPF by 2.05, and NF by 3.41, re-

spectively. In terms of mAP, UED outperforms RED by

1.59, the best trial of TPF by 2.18, and NF by 3.37, respec-

tively. It firmly testifies that UED can inherit the merits of

existing fusion with diffusion methods to learn a more ro-

bust similarity.

An abnormal case arises when fusing B1, B2, and B3,

where UED only achieves AUC 87.27 and mAP 86.55, a

comparable performance with the best competitor NF. As

analyzed above, NF is vulnerable to noisy similarities. Nev-

ertheless, Table 1 presents that B1, B2, and B3 have very

similar performances, while the performance of B4 is much

inferior, indicating that much more noisy edges are involved

in the affinity graph parameterized by B4. Therefore, when

B4 is involved, NF fails to work well due to the lack of

a weight learning mechanism to mitigate the negative influ-

ence of noise. By contrast, combining B1, B2, and B3 using

equal weights is justified, and NF is a cheap solution in this

situation.

In Table 4, we present the weights learned by RED and

UED. In RED [7], the weight of B4 is set to 0 in order to

totally eliminate its negative contribution to the similarity

learning. However, in UED, the weight of B4 is 0.014, a

small but non-zero value. Such a difference originates from

the fact that RED fuses multiple similarities by consider-

ing each input similarity individually, while UED is able to

consider the interplay of two distinct similarities as shown

in Eq. (28). Even though B4 brings in more noisy edges,

it can still provide complementary information if integrated

with other heterogeneous similarities.

Comparison with State-of-the-arts. Table 5 gives a thor-

ough comparison with state-of-the-art methods on the Mod-

elNet dataset. The results are quoted from the leader-

board of ModelNet, available at http://modelnet.

cs.princeton.edu/.

As can be observed from the table, UED achieves the

best AUC and the second best mAP on both datasets. As a

view-based algorithm, SeqViews2SeqLabels [15] proposes

an encoder-decoder RNN structure with attention to aggre-

gate the sequential views and reports the best mAP 89.09
on the ModelNet40 dataset. Meanwhile, PANORAMA-

ENN [48] is an extension of PANORAMA-NN [49] which

uses the panoramic views for model training. It further ex-

ploits a new 3-channel schema representation and an en-

semble of multiple models, then achieves the best mAP

93.28 on the ModelNet10 dataset. Nevertheless, as an al-

gorithm about re-ranking and metric fusion, it can be antic-

ipated that UED can lead to a better performance if fusing
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Baselines
AUC mAP

NF TPF RED Ours NF TPF RED Ours

B1+B2+B3 87.53 83.99∼86.00 87.04 87.27 86.77 83.15∼85.12 86.30 86.55

B1+B2+B4 80.02 68.56∼84.01 83.60 84.70 79.32 67.16∼83.23 82.82 83.92

B1+B3+B4 83.54 68.56∼84.79 85.06 86.29 82.83 67.16∼83.86 84.24 85.38

B2+B3+B4 84.64 70.69∼86.00 86.48 88.05 83.93 69.15∼85.12 85.71 87.30

B1+B2+B3+B4 85.26 68.56∼86.00 87.03 87.22 84.55 67.16∼85.12 86.30 86.50

Table 2. The performance comparison (%) of fusion methods on the ModelNet40 dataset.

Baselines
AUC mAP

NF TPF RED Ours NF TPF RED Ours

B1+B2+B3 92.80 91.63∼92.60 93.20 93.37 91.65 90.56∼91.48 92.15 92.26

B1+B2+B4 91.45 84.34∼92.38 92.65 92.85 90.25 82.85∼91.41 91.50 91.74

B1+B3+B4 91.35 83.97∼92.60 93.23 93.27 90.03 82.56∼91.48 92.17 92.08

B2+B3+B4 90.67 83.97∼92.14 92.35 92.49 89.71 82.56∼91.11 91.23 91.41

B1+B2+B3+B4 91.72 83.97∼92.60 93.20 93.36 90.49 82.56∼91.48 92.15 92.25

Table 3. The performance comparison (%) of fusion methods on the ModelNet10 dataset.

Methods B1 B2 B3 B4

RED [7] 0.356 0.348 0.296 0.000

UED (ours) 0.335 0.336 0.312 0.014

Table 4. The learned weights on the ModelNet40 dataset.

Methods
ModelNet40 ModelNet10

AUC mAP AUC mAP

SPH [24] 34.47 33.26 45.97 44.05

LFD [9] 42.04 40.91 51.70 49.82

PANORAMA [37] 45.00 46.13 60.72 60.32

ShapeNets [59] 49.94 49.23 69.28 68.26

Geometry Image [53] - 51.30 - 74.90

DeepPano [52] 77.63 76.81 85.45 84.18

MVCNN [54] - 79.50 - -

GIFT [6] 83.10 81.94 92.35 91.12

PANORAMA-NN [49] - 83.45 - 87.39

GVCNN [12] - 85.70 - -

RED [7] 87.03 86.30 93.20 92.15

PANORAMA-ENN [48] - 86.34 - 93.28

SeqViews2SeqLabels [15] - 89.09 - 91.43

UED (ours) 88.05 87.30 93.37 92.26

Table 5. The performance comparison (%) with state-of-the-arts

on the ModelNet40 and ModelNet10 dataset. The best and second

best results are marked in red and blue, respectively.

SeqViews2SeqLabels [15] and PANORAMA-ENN [48] as

the input similarities.

5.2. Image Retrieval

We then evaluate the retrieval performance on the Holi-

days [22] dataset. Holidays dataset is a widely-used bench-

mark dataset for image retrieval, which is comprised of

1, 491 images and 500 queries. The evaluation metric is

Baselines NF TPF RED Ours

B1+B2+B3 92.43 90.03∼92.46 93.32 93.31

B1+B2+B4 90.65 87.36∼92.46 93.09 93.13

B1+B3+B4 89.85 85.12∼91.87 92.55 93.22

B2+B3+B4 88.91 85.12∼90.12 90.34 90.37

B1+B2+B3+B4 90.69 85.12∼92.46 93.32 93.56

Table 6. The performance comparison of different fusion methods

on the Holidays dataset.

mean Average Precision (mAP). Four baseline similarities

are used, including NetVLAD [1]: mAP 88.29, SPoC [2]:

mAP 86.07, ResNet [16]: mAP 81.83, and HSV color his-

togram [68]: mAP 61.83. We denote them by B1, B2, B3,

and B4, respectively in Table 6.

In line with previous experiments, UED beats NF, TPF,

and RED with all but one similarity combinations as pre-

sented in Table 6. Meanwhile, by simply fusing four base-

line similarities in the re-ranking stage, UED achieves mAP

93.56 on the Holidays dataset. This achievement is already

better than the state-of-the-art methods, including Pairwise

Geometric Matching [27]: 89.2, Gordo et al. [13]: 89.1, Is-

cen et al. [20]: 87.5, Radenović et al. [44]: 82.5, and only

slightly inferior to Gordo et al. [14]: 94.8. However, it can

be envisioned that the performance of UED can be better if

more discriminative features [14, 35, 38] and an ensemble

of models [19, 21, 43] are used.

Here, we do not report the experimental results on the

UKbench dataset [34], because the performance on it has

already gotten saturated. With the upper bound of the per-

formance being N-S score 4, some previous works have re-

ported nearly perfect scores. For example, Gordo et al. [14]

report 3.91 by enhancing R-MAC descriptor [57]. There-

fore, we include the comparison on the Ukbench dataset in
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the supplementary material.

5.3. Person Re­identification

In recent years, person re-identification (re-ID) has at-

tracted much attention in the vision community, driven by

the demand of video surveillance. Particularly, re-ranking-

based approaches [70, 47, 31, 64, 63, 28] become a popular

tool to automatically refine the search results.

In this section, we evaluate the proposed method on the

Market-1501 dataset [69]. Market-1501 is a widely-used

large scale benchmark for person re-identification. It con-

sists of 1501 identities. 750 identities (12, 936 images) are

used for training, 751 identities (19, 732 images) are used

for testing, and 3, 368 images act as queries. We utilize

three baseline similarities. First, we finetune a ResNet-50

model [16] with softmax loss and triplet loss [18]. Then,

we extract the L2 normalized activations of networks before

the loss layer as image features and compute the Euclidean

distance to measure the similarities between images. We

denote the two baselines as B1 and B2 respectively. More-

over, Mancs [58], a recent work using attention mechanism,

acts as the 3rd baseline similarity B3. The performance is

measured via rank-1 accuracy and mean Average Precision

(mAP) in single-query setting. The baseline performances

of B1, B2, and B3 are 91.66, 89.22, and 93.17 in rank-1

accuracy, 78.90, 75.33, and 82.51 in mAP, respectively.

Since massive works have reported performance on the

Market-1501 dataset, it is simply intractable to compare all

of them. Hence, we only include the state-of-the-art meth-

ods published in the year 2018 and those about re-ranking

or metric fusion in Table 7. Among them, K-reciprocal [70],

SSM [3], PSE+ECN [47], and RED [7] are also re-ranking-

based approaches as ours. We also reproduce the results

of K-reciprocal and RED with publicly available codes us-

ing the same baselines to ensure a fair comparison. Since

K-reciprocal can only handle one feature, we concatenate

multiple features as its input. As can be drawn from the ta-

ble, the results (either original or reproduced ones) of the

re-ranking algorithms are all inferior to that of UED. In

Fig. 1, we give a qualitative evaluation by exhibiting several

probe images and their 1-nearest neighbors with a disjoint

camera ID. The matching pairs are correctly retrieved by

UED, while RED∗ and K-reciprocal∗ fail to identify these

persons.

UED also outperforms some latest representatives by a

large margin, including AWTL [46], HA-CNN [26], and

Mancs [58]. Moreover, UED achieves mAP 92.75, which

is the first work reporting mAP larger than 90 to our best

knowledge. In this sense, it will be a feasible way to im-

prove the recognition rate of re-ID systems by using model

ensemble and re-ranking in the future work.

Methods Rank-1 Accuracy mAP

AWTL [46] 89.46 75.67

HA-CNN [26] 91.20 75.70

Mancs [58] 93.17 82.51

K-reciprocal [70] 77.11 63.63

SSM [3] 82.21 68.80

PSE+ECN [47] 90.30 84.00

RED∗ [7] 94.74 91.00

K-reciprocal∗ [70] 94.69 91.87

UED (ours) 95.90 92.75

Table 7. The performance comparison (%) on the Market-1501

dataset. The results marked with ∗ are reproduced with publicly

available codes using the same baselines.

P
ro
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e
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Figure 1. Example matching pairs of probe and gallery images cor-

rectly retrieved by UED on the Market-1501 dataset.

6. Conclusion

In this paper, we have concentrated on re-ranking with

the capacity of metric (or similarity) fusion for object re-

trieval and person re-identification. The proposed Unified

Ensemble Diffusion (UED) is not only an effective algo-

rithm which achieves the state-of-the-art retrieval perfor-

mance on benchmark datasets, but also a unified and the-

oretical framework, within which existing fusion methods

are summarized as its special cases. By deeply analyzing

the principles of existing fusion methods, UED has under-

gone a careful design of objective function and derivation,

which enables it to have a fast diffusion step, consider the

interplay of all input pairs, handle multiple inputs, and be

robust to noise.

Most current re-ranking methods are not end-to-end

trainable, only serving as a post-processing procedure to re-

fine the retrieval results. Recently, several works [50, 51]

have suggested to construct the affinity graph in a mini-

batch in a deep model and achieved a promising perfor-

mance improvement. However, it is difficult to well sam-

ple the manifold structure given a small set of data points.

Therefore, how to include the contextual information in a

mini-batch is still an open-problem. We leave this as our

future work.
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