
Learning a Deep ConvNet for Multi-label Classification with Partial Labels

Thibaut Durand Nazanin Mehrasa Greg Mori

Borealis AI Simon Fraser University

{tdurand,nmehrasa}@sfu.ca mori@cs.sfu.ca

Abstract

Deep ConvNets have shown great performance for

single-label image classification (e.g. ImageNet), but it is

necessary to move beyond the single-label classification

task because pictures of everyday life are inherently multi-

label. Multi-label classification is a more difficult task than

single-label classification because both the input images

and output label spaces are more complex. Furthermore,

collecting clean multi-label annotations is more difficult to

scale-up than single-label annotations. To reduce the anno-

tation cost, we propose to train a model with partial labels

i.e. only some labels are known per image. We first empir-

ically compare different labeling strategies to show the po-

tential for using partial labels on multi-label datasets. Then

to learn with partial labels, we introduce a new classifica-

tion loss that exploits the proportion of known labels per

example. Our approach allows the use of the same training

settings as when learning with all the annotations. We fur-

ther explore several curriculum learning based strategies to

predict missing labels. Experiments are performed on three

large-scale multi-label datasets: MS COCO, NUS-WIDE

and Open Images.

1. Introduction

Recently, Stock and Cisse [46] presented empirical ev-

idence that the performance of state-of-the-art classifiers

on ImageNet [44] is largely underestimated – much of the

reamining error is due to the fact that ImageNet’s single-

label annotation ignores the intrinsic multi-label nature of

the images. Unlike ImageNet, multi-label datasets (e.g. MS

COCO [35], Open Images [32]) contain more complex im-

ages that represent scenes with several objects (Figure 1).

However, collecting multi-label annotations is more diffi-

cult to scale-up than single-label annotations [13]. As an

alternative strategy, one can make use of partial labels; col-

lecting partial labels is easy and scalable with crowdsourc-

ing platforms. In this work, we study the problem of learn-

ing a multi-label classifier with partial labels per image.

The two main (and complementary) strategies to im-

[a] [b] [c]

car ✓ ✓ ✓

person ✓ ✗

boat ✗ ✗

bear ✗ ✗ ✗

apple ✗ ✗

Figure 1. Example of image with all annotations [a], partial labels

[b] and noisy/webly labels [c]. In the partially labeled setting some

annotations are missing (person, boat and apple) whereas in the

webly labeled setting one annotation is wrong (person).

prove image classification performance are: (i) designing

/ learning better model architectures [41, 21, 47, 63, 15, 57,

50, 14, 43, 64, 36, 16] and (ii) learning with more labeled

data [48, 37]. However, collecting a multi-label dataset is

more difficult and less scalable than collecting a single label

dataset [13], because collecting a consistent and exhaustive

list of labels for every image requires significant effort. To

overcome this challenge, [48, 34, 37] automatically gener-

ated the labels using web supervision. But the drawback of

these approaches is that the annotations are noisy and not

exhaustive, and [62] showed that learning with corrupted

labels can lead to very poor generalization performance. To

be more robust to label noise, some methods have been pro-

posed to learn with noisy labels [53].

An orthogonal strategy is to use partial annotations. This

direction is actively being pursued by the research commu-

nity: the largest publicly available multi-label dataset is an-

notated with partial clean labels [32]. For each image, the

labels for some categories are known but the remaining la-

bels are unknown (Figure 1). For instance, we know there

is a car and there is not a bear in the image, but we do not

know if there is a person, a boat or an apple. Relaxing the

learning requirement for exhaustive labels opens better op-

portunities for creating large-scale datasets. Crowdsourcing

platforms like Amazon Mechanical Turk1 and Google Im-

age Labeler2 or web services like reCAPTCHA3 can scal-

1https://www.mturk.com/
2https://crowdsource.google.com/imagelabeler/category
3https://www.google.com/recaptcha/
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ably collect partial labels for a large number of images.

To our knowledge, this is the first work to examine the

challenging task of learning a multi-label image classifier

with partial labels on large-scale datasets. Learning with

partial labels on large-scale datasets presents novel chal-

lenges because existing methods [52, 58, 56, 59] are not

scalable and cannot be used to fine-tune a ConvNet. We ad-

dress these key technical challenges by introducing a new

loss function and a method to fix missing labels.

Our first contribution is to empirically compare several

labeling strategies for multi-label datasets to highlight the

potential for learning with partial labels. Given a fixed label

budget, our experiments show that partially annotating all

images is better than fully annotating a small subset.

As a second contribution, we propose a scalable method

to learn a ConvNet with partial labels. We introduce a loss

function that generalizes the standard binary cross-entropy

loss by exploiting label proportion information. This loss

automatically adapts to the proportion of known labels per

image and allows to use the same training settings as when

learning with all the labels.

Our last contribution is a method to predict missing la-

bels. We show that the learned model is accurate and can be

used to predict missing labels. Because ConvNets are sen-

sitive to noise [62], we propose a curriculum learning based

model [2] that progressively predicts some missing labels

and adds them to the training set. To improve label predic-

tions, we develop an approach based on Graph Neural Net-

works (GNNs) to explicitly model the correlation between

categories. In multi-label settings, not all labels are inde-

pendent, hence reasoning about label correlation between

observed and unobserved partial labels is important.

2. Related Work

Learning with partial / missing labels. Multi-label tasks

often involve incomplete training data, hence several meth-

ods have been proposed to solve the problem of multi-label

learning with missing labels (MLML). The first and sim-

ple approach is to treat the missing labels as negative la-

bels [49, 3, 38, 55, 48, 37]. The MLML problem then be-

comes a fully labeled learning problem. This solution is

used in most webly supervised approaches [48, 37]. The

standard assumption is that only the category of the query

is present (e.g. car in Figure 1) and all the other categories

are absent. However, performance drops because a lot of

ground-truth positive labels are initialized as negative la-

bels [26]. A second solution is Binary Relevance (BR) [52],

which treats each label as an independent binary classifica-

tion. But this approach is not scalable when the number of

categories grows and it ignores correlations between labels

and between instances, which can be helpful for recogni-

tion. Unlike BR, our proposed approach allows to learn a

single model using partial labels.

To overcome the second problem, several works pro-

posed to exploit label correlations from the training data

to propagate label information from the provided labels

to missing labels. [4, 58] used a matrix completion algo-

rithm to fill in missing labels. These methods exploit label-

label correlations and instance-instance correlations with

low-rank regularization on the label matrix to complete the

instance-label matrix. Similarly, [61] introduced a low rank

empirical risk minimization, [56] used a mixed graph to en-

code a network of label dependencies and [38, 13] learned

correlation between the categories to predict some missing

labels. Unlike most of the existing models that assume that

the correlations are linear and unstructured, [59] proposed

to learn structured semantic correlations. Another strategy

is to treat missing labels as latent variables in probabilis-

tic models. Missing labels are predicted by posterior infer-

ence. [27, 54] used models based on Bayesian networks

[23] whereas [10] proposed a deep sequential generative

model based on a Variational Auto-Encoder framework [29]

that also allows to deal with unlabeled data.

However, most of these works cannot be used to learn a

deep ConvNet. They require solving an optimization prob-

lem with the training set in memory, so it is not possible to

use a mini-batch strategy to fine-tune the model. This is lim-

iting because it is well-known that fine-tuning is important

to transfer a pre-trained architecture [30]. Some methods

are also not scalable because they require to solve convex

quadratic optimization problems [56, 59] that are intractable

for large-scale datasets. Unlike these methods, we propose

a model that is scalable and end-to-end learnable. To train

our model, we introduce a new loss function that adapts it-

self to the proportion of known labels per example. Similar

to some MLML methods, we also explore several strategies

to fill-in missing labels by using the learned classifier.

Learning with partial labels is different from semi-

supervised learning [6] because in the semi-supervised

learning setting, only a subset of the examples is labeled

with all the labels and the other examples are unlabeled

whereas in the partial labels setting, all the images are la-

beled but only with a subset of labels. Note that [12] also

introduced a partially labeled learning problem (also called

ambiguously labeled learning) but this problem is different:

in [12], each example is annotated with multiple labels but

only one is correct.

Curriculum Learning / Never-Ending Learning. To

predict missing labels, we propose an iterative strategy

based on Curriculum Learning [2]. The idea of Curriculum

Learning is inspired by the way humans learn: start to learn

with easy samples/subtasks, and then gradually increase the

difficulty level of the samples/subtasks. But, the main prob-

lem in using curriculum learning is to measure the difficulty

of an example. To solve this problem, [31] used the defini-
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tion that easy samples are ones whose correct output can

be predicted easily. They introduced an iterative self-paced

learning (SPL) algorithm where each iteration simultane-

ously selects easy samples and updates the model parame-

ters. [24] generalizes the SPL to different learning schemes

by introducing different self-paced functions. Instead of us-

ing human-designed heuristics, [25] proposed MentorNet, a

method to learn the curriculum from noisy data. Similar to

our work, [20] recently introduced the CurriculumNet that

is a model to learn from large-scale noisy web images with

a curriculum learning approach. However this strategy is

designed for multi-class image classification and cannot be

used for multi-label image classification because it uses a

clustering-based model to measure the difficulty of the ex-

amples.

Our approach is also related to the Never-Ending Learn-

ing (NEL) paradigm [39]. The key idea of NEL is to use

previously learned knowledge to improve the learning of

the model. [33] proposed a framework that alternatively

learns object class models and collects object class datasets.

[5, 39] introduced the Never-Ending Language Learning to

extract knowledge from hundreds of millions of web pages.

Similarly, [7, 8] proposed the Never-Ending Image Learner

to discover structured visual knowledge. Unlike these ap-

proaches that use a previously learned model to extract

knowledge from web data, we use the learned model to pre-

dict missing labels.

3. Learning with Partial Labels

Our goal in this paper is to train ConvNets given partial

labels. We first introduce a loss function to learn with partial

labels that generalizes the binary cross-entropy. We then

extend the model with a Graph Neural Network to reason

about label correlations between observed and unobserved

partial labels. Finally, we use these contributions to learn an

accurate model that it is used to predict missing labels with

a curriculum-based approach.

Notation. We denote by C the number of categories

and N the number of training examples. We denote the

training data by D = {(I(1),y(1)), . . . , (I(N),y(N))},

where I(i) is the ith image and y(i) = [y
(i)
1 , . . . , y

(i)
C ] ∈

Y ⊆ {−1, 0, 1}C the label vector. For a given exam-

ple i and category c, y
(i)
c = 1 (resp. −1 and 0) means

the category is present (resp. absent and unknown). y =
[y(1); . . . ;y(N)] ∈ {−1, 0, 1}N×C is the matrix of train-

ing set labels. fw denotes a deep ConvNet with parameters

w. x(i) = [x
(i)
1 , . . . , x

(i)
C ] = fw(I(i)) ∈ R

C is the output

(before sigmoid) of the deep ConvNet fw on image I(i).

Figure 2. Examples of the weight function g (Equation 2) for dif-

ferent values of hyperparameter γ with the constraint g(0.1) = 5.

γ controls the behavior of the normalization with respect to the

label proportion py.

3.1. Binary cross­entropy for partial labels

The most popular loss function to train a model for multi-

label classification is binary cross-entropy (BCE). To be in-

dependent of the number of categories, the BCE loss is nor-

malized by the number of classes. This becomes a drawback

for partially labeled data because the back-propagated gra-

dient becomes small. To overcome this problem, we pro-

pose the partial-BCE loss that normalizes the loss by the

proportion of known labels:

ℓ(x,y) =
g(py)

C

C
∑

c=1

[

1[yc=1] log

(

1

1 + exp(−xc)

)

(1)

+1[yc=−1] log

(

exp(−xc)

1 + exp(−xc)

)]

where py ∈ [0, 1] is the proportion of known labels in y

and g is a normalization function with respect to the label

proportion. Note that the partial-BCE loss ignores the cat-

egories for unknown labels (yc = 0). In the standard BCE

loss, the normalization function is g(py) = 1. Unlike the

standard BCE, the partial-BCE gives the same importance

to each example independent of the number of known la-

bels, which is useful when the proportion of labels per im-

age is not fixed. This loss adapts itself to the proportion of

known labels. We now explain how we design the normal-

ization function g.

Normalization function g . The function g normalizes

the loss function with respect to the label proportion. We

want the partial-BCE loss to have the same behavior as the

BCE loss when all the labels are present i.e. g(1) = 1. We

propose to use the following normalization function:

g(py) = αpγ
y
+ β (2)

where α, β and γ are the hyperparameters that allow to gen-

eralize several standard functions. For instance with α = 1,

649



β = 0 and γ = −1, this function weights each example

inversely proportional to the proportion of labels. This is

equivalent to normalizing by the number of known classes

instead of the number of classes. Given a γ value and the

weight for a given proportion (e.g. g(0.1) = 5), we can find

the hyperparameters α and β that satisfy these constraints.

The hyperparameter γ controls the behavior of the normal-

ization with respect to the label proportion. In Figure 2 we

show this function for different values of γ given the con-

straint g(0.1) = 5. For γ = 1 the normalization is linearly

proportional to the label proportion, whereas for γ = −1
the normalization value is inversely proportional to the la-

bel proportion. We analyse the importance of each hyper-

parameter in Sec.4. This normalization has a similar goal to

batch normalization [22] which normalizes distributions of

layer inputs for each mini-batch.

3.2. Multi­label classification with GNN

To model the interactions between the categories, we use

a Graph Neural Network (GNN) [19, 45] on top of a Con-

vNet. We first introduce the GNN and then detail how we

use GNN for multi-label classification.

GNN. For GNNs, the input data is a graph G = {V, E}
where V (resp. E) is the set of nodes (resp. edges) of the

graph. For each node v ∈ V , we denote the input fea-

ture vector xv and its hidden representation describing the

node’s state at time step t by ht
v . We use Ωv to denote the set

of neighboring nodes of v. A node uses information from

its neighbors to update its hidden state. The update is de-

composed into two steps: message update and hidden state

update. The message update step combines messages sent

to node v into a single message vector mt
v according to:

mt
v = M({ht

u|u ∈ Ωv}) (3)

where M is the function to update the message. In the hid-

den state update step, the hidden states ht
v at each node in

the graph are updated based on messages mt
v according to:

ht+1
v = F(ht

v,m
t
v) (4)

where F is the function to update the hidden state. M and

F are feedforward neural networks that are shared among

different time steps. Note that these update functions spec-

ify a propagation model of information inside the graph.

GNN for multi-label classification. For multi-label clas-

sification, each node represents one category (V =
{1, . . . , C}) and the edges represent the connections be-

tween the categories. We use a fully-connected graph to

model correlation between all categories. The node hidden

states are initialized with the ConvNet output. We now de-

tail the GNN functions used in our model. The algorithm

and additional information are given in the supplementary

material.

Message update function M. We use the following mes-

sage update function:

mt
v =

1

|Ωv|

∑

u∈Ωv

fM(ht
u) (5)

where fM is a multi-layer perceptron (MLP). The message

is computed by first feeding hidden states to the MLP fM
and then taking the average over the neighborhood.

Hidden state update function F . We use the following

hidden state update function:

ht+1
v = GRU(ht

v,m
t
v) (6)

which uses a Gated Recurrent Unit (GRU) [9]. The hidden

state is updated based on the incoming messages and the

previous hidden state.

3.3. Prediction of unknown labels

In this section, we propose a method to predict some

missing labels with a curriculum learning strategy [2].

We formulate our problem based on the self-paced model

[31, 24] and the goal is to optimize the following objective

function:

min
w∈Rd,v∈{0,1}N×C

J(w,v) = β‖w‖2 +G(v; θ) (7)

+
1

N

N
∑

i=1

1

C

C
∑

c=1

vicℓc(fw(I(i)), y(i)c )

where ℓc is the loss for category c and vi ∈ {0, 1}C is a

vector to represent the selected labels for the i-th sample.

vic = 1 (resp. vic = 0) means that the c-th label of the i-

th example is selected (resp. unselected). The function G

defines a curriculum, parameterized by θ, which defines the

learning scheme. Following [31], we use an alternating al-

gorithm where w and v are alternatively minimized, one at

a time while the other is held fixed. The algorithm is shown

in Algorithm 1. Initially, the model is learned with only

clean partial labels. Then, the algorithm uses the learned

model to add progressively new “easy” weak (i.e. noisy) la-

bels in the training set, and then uses the clean and weak

labels to continue the training of the model. We analyze

different strategies to add new labels:

[a] Score threshold strategy. This strategy uses the clas-

sification score (i.e. ConvNet) to estimate the difficulty of

a pair category-example. An easy example has a high ab-

solute score whereas a hard example has a score close to

0. We use the learned model on partial labels to predict the
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missing labels only if the classification score is larger than

a threshold θ > 0. When w is fixed, the optimal v can be

derived by:

vic = 1[x(i)
c ≥ θ] + 1[x(i)

c < −θ] (8)

The predicted label is y
(i)
c = sign(x

(i)
c ).

[b] Score proportion strategy. This strategy is similar to

the strategy [a] but instead of labeling the pair category-

example higher than a threshold, we label a fixed proportion

θ of pairs per mini-batch. To find the optimal v, we sort the

examples by decreasing order of absolute score and label

only the top-θ% of the missing labels.

[c] Predict only positive labels. Because of the imbalanced

annotations, we only predict positive labels with strategy

[a]. When w is fixed, the optimal v can be derived by:

vic = 1[x(i)
c ≥ θ] (9)

[d] Ensemble score threshold strategy. This strategy is

similar to the strategy [a] but it uses an ensemble of models

to estimate the confidence score. We average the classifi-

cation score of each model to estimate the final confidence

score. This strategy allows to be more robust than the strat-

egy [a]. When w is fixed, the optimal v can be derived by:

vic = 1[E(I(i))c ≥ θ] + 1[E(I(i))c < −θ] (10)

where E(I(i)) ∈ R
C is the vector score of an ensemble of

models. The predicted label is y
(i)
c = sign(E(I(i))c).

[e] Bayesian uncertainty strategy. Instead of using the

classification score as in [a] or [d], we estimate the bayesian

uncertainty [28] of each pair category-example. An easy

pair category-example has a small uncertainty. When w is

fixed, the optimal v can be derived by:

vic = 1[U(I(i))c ≤ θ] (11)

where U(I(i)) is the bayesian uncertainty of category c of

the i-th example. This strategy is similar to strategy [d]

except that it uses the variance of the classification scores

instead of the average to estimate the difficulty.

4. Experiments

Datasets. We perform experiments on several standard

multi-label datasets: Pascal VOC 2007 [17], MS COCO

[35] and NUS-WIDE [11]. For each dataset, we use the

standard train/test sets introduced respectively in [17], [40],

and [18] (see subsection A.2 of supplementary for more de-

tails). From these datasets that are fully labeled, we create

partially labeled datasets by randomly dropping some labels

per image. The proportion of known labels is between 10%

(90% of labels missing) and 100% (all labels present). We

also perform experiments on the large-scale Open Images

dataset [32] that is partially annotated: 0.9% of the labels

are available during training.

Algorithm 1 Curriculum labeling

Input: Training data D
1: Initialize v with known labels

2: Initialize w: learn the ConvNet with the partial labels

3: repeat

4: Update v (fixed w): find easy missing labels

5: Update y: predict the label of easy missing labels

6: Update w (fixed v): improve classification model

with the clean and easy weak annotations

7: until stopping criteria

Metrics. To evaluate the performances, we use several

metrics: mean Average Precision (MAP) [1], 0-1 exact

match, Macro-F1 [60], Micro-F1 [51], per-class precision,

per-class recall, overall precision, overall recall. These met-

rics are standard multi-label classification metrics and are

presented in subsection A.3 of supplementary. We mainly

show the results for the MAP metric but results for other

metrics are shown in supplementary.

Implementation details. We employ ResNet-WELDON

[16] as our classification network. We use a ResNet-101

[21] pretrained on ImageNet as the backbone architecture,

but we show results for other architectures in supplemen-

tary. The models are implemented with PyTorch [42].

The hyperparameters of the partial-BCE loss function are

α = −4.45, β = 5.45 (i.e. g(0.1) = 5) and γ = 1. To pre-

dict missing labels, we use the bayesian uncertainty strategy

with θ = 0.3.

4.1. What is the best strategy to annotate a dataset?

In the first set of experiments, we study three strategies

to annotate a multi-label dataset. The goal is to answer the

question: what is the best strategy to annotate a dataset with

a fixed budget of clean labels? We explore the three follow-

ing scenarios:

• Partial labels. This is the strategy used in this paper.

In this setting, all the images are used but only a subset

of the labels per image are known. The known cate-

gories are different for each image.

• Complete image labels or dense labels. In this sce-

nario, only a subset of the images are labeled, but

the labeled images have the annotations for all the

categories. This is the standard setting for semi-

supervised learning [6] except that we do not use a

semi-supervised model.

• Noisy labels. All the categories of all images are la-

beled but some labels are wrong. This scenario is

similar to the webly-supervised learning scenario [37]

where some labels are wrong.
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Pascal VOC 2007 MS COCO NUS-WIDE
Figure 3. The first row shows MAP results for the different labeling strategies. On the second row, we shows the comparison of the BCE

and the partial-BCE. The x-axis shows the proportion of clean labels.

To have fair comparison between the approaches, we use

a BCE loss function for these experiments. The results

are shown in Figure 3 for different proportion of clean la-

bels. For each experiment, we use the same number of

clean labels. 100% means that all the labels are known dur-

ing training (standard classification setting) and 10% means

that only 10% of the labels are known during training. The

90% of other labels are unknown labels for the partial la-

bels and the complete image labels scenarios and are wrong

labels for the noisy labels scenario. Similar to [48], we ob-

serve that the performance increases logarithmically based

on proportion of labels. From this first experiment, we can

draw the following conclusions: (1) Given a fixed number

of clean labels, we observe that learning with partial labels

is better than learning with a subset of dense annotations.

The improvement increases when the label proportion de-

creases. A reason is that the model trained in the partial la-

bels strategy “sees” more images during training and there-

fore has a better generalization performance. (2) It is better

to learn with a small subset of clean labels than a lot of

labels with some incorrect labels. Both partial labels and

complete image labels scenarios are better than the noisy

label scenario. For instance on MS COCO, we observe that

learning with only 20% of clean partial labels is better than

learning with 80% of clean labels and 20% of wrong labels.

Noisy web labels. Another strategy to generate a noisy

dataset from a multi-label dataset is to use only one pos-

itive label for each image. This is a standard assumption

made when collecting data from the web [34] i.e. the only

category present in the image is the category of the query.

From the clean MS COCO dataset, we generate a noisy

dataset (named noisy+) by keeping only one positive la-

model clean partial 10% noisy+

clean / noisy labels 100 / 0 10 / 0 97.6 / 2.4

MAP (%) 79.22 72.15 71.60

Table 1. Comparison with a webly-supervised strategy (noisy+)

on MS COCO. Clean (resp. noisy) means the percentage of clean

(resp. noisy) labels in the training set.

bel per image. If the image has more than one positive

label, we randomly select one positive label among the pos-

itive labels and switch the other positive labels to negative

labels. The results are reported in Table 1 for three sce-

narios: clean (all the training labels are known and clean),

10% of partial labels and noisy+ scenario. We also show

the percentage of clean and noisy labels for each experi-

ment. The noisy+ approach generates a small proportion of

noisy labels (2.4%) that drops the performance by about 7pt

with respect to the clean baseline. We observe that a model

trained with only 10% of clean labels is slightly better than

the model trained with the noisy labels. This experiment

shows that the standard assumption made in most of the

webly-supervised datasets is not good for complex scenes

/ multi-label images because it generates noisy labels that

significantly decrease generalization.

4.2. Learning with partial labels

In this section, we compare the standard BCE and the

partial-BCE and analyze the importance of the GNN.

BCE vs partial-BCE. The Figure 3 shows the MAP re-

sults for different proportion of known labels on three

datasets. For all the datasets, we observe that using the

partial-BCE significantly improves the performance: the
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Relabeling MAP 0-1 Macro-F1 Micro-F1 label prop. TP TN GNN

2 steps (no curriculum) -1.49 6.42 2.32 1.99 100 82.78 96.40 ✓

[a] Score threshold θ = 2 0.34 11.15 4.33 4.26 95.29 85.00 98.50 ✓

[b] Score proportion θ = 80% 0.17 8.40 3.70 3.25 96.24 84.40 98.10 ✓

[c] Postitive only - score θ = 5 0.31 -4.58 -1.92 -2.23 12.01 79.07 - ✓

[d] Ensemble score θ = 2 0.23 11.31 4.16 4.33 95.33 84.80 98.53 ✓

[e] Bayesian uncertainty θ = 0.3 0.34 10.15 4.37 3.72 77.91 61.15 99.24

[e] Bayesian uncertainty θ = 0.1 0.36 2.71 1.91 1.22 19.45 38.15 99.97 ✓

[e] Bayesian uncertainty θ = 0.2 0.30 10.76 4.87 4.66 57.03 62.03 99.65 ✓

[e] Bayesian uncertainty θ = 0.3 0.59 12.07 5.11 4.95 79.74 68.96 99.23 ✓

[e] Bayesian uncertainty θ = 0.4 0.43 10.99 4.88 4.46 90.51 70.77 98.57 ✓

[e] Bayesian uncertainty θ = 0.5 0.45 10.08 3.93 3.78 94.79 74.73 98.00 ✓

Table 2. Analysis of the labeling strategy of missing labels on Pascal VOC 2007 val set. For each metric, we report the relative scores with

respect to a model that does not label missing labels. TP (resp. TN) means true positive (resp. true negative) rate. For the strategy [c], we

report the label accuracy instead of the TP rate.

BCE partial-BCE GNN + partial-BCE

MAP (%) 79.01 83.05 83.36

Table 3. MAP results on Open Images.

lower the label proportion, the better the improvement. We

observe the same behavior for the other metrics (subsec-

tion A.6 of supplementary). In Table 3, we show results on

the Open Images dataset and we observe that the partial-

BCE is 4 pt better than the standard BCE. These experi-

ments show that our loss learns better than the BCE because

it exploits the label proportion information during training.

It allows to learn efficiently while keeping the same training

setting as with all annotations.

GNN. We now analyze the improvements of the GNN to

learn relationships between the categories. We show the re-

sults on MS COCO in Figure 4. We observe that for each

label proportion, using the GNN improves the performance.

Open Images experiments (Table 3) show that GNN im-

proves the performance even when the label proportion is

small. This experiment shows that modeling the correla-

tion between categories is important even in case of par-

tial labels. However, we also note that a ConvNet implic-

itly learns some correlation between the categories because

some learned representations are shared by all categories.

4.3. What is the best strategy to predict missing
labels?

In this section, we analyze the labeling strategies intro-

duced in subsection 3.3 to predict missing labels. Before

training epochs 10 and 15, we use the learned classifier to

predict some missing labels. We report the results for dif-

ferent metrics on Pascal VOC 2007 validation set with 10%

of labels in Table 2. We also report the final proportion of

Figure 4. MAP (%) improvement with respect to the proportion

of known labels on MS COCO for the partial-BCE and the GNN

+ partial-BCE. 0 means the result for a model trained with the

standard BCE.

labels, the true postive (TP) and true negative (TN) rates for

predicted labels. Additional results are shown in subsec-

tion A.9 of supplementary.

First, we show the results of a 2 steps strategy that pre-

dicts all missing labels in one time. Overall, we observe that

this strategy is worse than curriculum-based strategies ([a-

e]). In particular, the 2 steps strategy decreases the MAP

score. These results show that predicting all missing la-

bels at once introduced too much label noise, decreasing

generalization performance. Among the curriculum-based

strategies, we observe that the threshold strategy [a] is bet-

ter than the proportion strategy [b]. We also note that us-

ing a model ensemble [d] does not significantly improve the

performance with respect to a single model [a]. Predicting

only positive labels [c] is a poor strategy. The bayesian un-

certainty strategy [e] is the best strategy. In particular, we

observe that the GNN is important for this strategy because

it decreases the label uncertainty and allows the model to be
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BCE fine-tuning partial-BCE GNN relabeling MAP 0-1 exact match Macro-F1 Micro-F1

✓ 66.21 17.53 62.74 67.33

✓ ✓ 72.15 22.04 65.82 70.09

✓ ✓ 75.31 24.51 67.94 71.18

✓ ✓ ✓ 75.82 25.14 68.40 71.37

✓ ✓ ✓ 75.71 30.52 70.13 73.87

✓ ✓ ✓ ✓ 76.40 32.12 70.73 74.37

Table 4. Ablation study on MS COCO with 10% of known labels.

Figure 5. Analysis of the normalization value for a label proportion

of 10% (i.e. g(0.1)). (x-axis log-scale)

robust to the hyperparameter θ.

4.4. Method analysis

In this section, we analyze the hyperparameters of the

partial-BCE and perform an ablation study on MS COCO.

Partial-BCE analysis. To analyze the partial-BCE, we

use only the training set. The model is trained on about

78k images and evaluated on the remaining 5k images. We

first analyse how to choose the value of the normalization

function given a label proportion of 10% i.e. g(0.1) (it is

possible to choose another label proportion). The results

are shown in Figure 5. Note that for g(0.1) = 1, the partial-

BCE is equivalent to the BCE and the loss is normalized

by the number of categories. We observe that the normal-

ization value g(0.1) = 1 gives the worst results. The best

score is obtained for a normalization value around 20 but

the performance is similar for g(0.1) ∈ [3, 50]. Using a

large value drops the performance. This experiment shows

that the proposed normalization function is important and

robust. These results are independent of the network archi-

tectures (subsection A.7 of supplementary).

Given the constraints g(0.1) = 5 and g(1) = 1, we ana-

lyze the impact of the hyperparameter γ. This hyperparam-

eter controls the behavior of the normalization with respect

to the label proportion. Using a high value (γ = 3) is better

than a low value (γ = −1) for large label proportions but is

Figure 6. Analysis of hyperparameter γ on MS COCO.

slighty worse for small label proportions. We observe that

using a normalization that is proportional to the number of

known labels (γ = 1) works better than using a normaliza-

tion that is inversely proportional to the number of known

labels (γ = −1).

Ablation study. Finally to analyze the importance of each

contribution, we perform an ablation study on MS COCO

for a label proportion of 10% in Table 4. We first observe

that fine-tuning is important. It validates the importance

of building end-to-end trainable models to learn with miss-

ing labels. The partial-BCE loss function increases the per-

formance against each metric because it exploits the label

proportion information during training. We show that using

GNN or relabeling improves performance. In particular, the

relabeling stage significantly increases the 0-1 exact match

score (+5pt) and the Micro-F1 score (+2.5pt). Finally, we

observe that our contributions are complementary.

5. Conclusion

In this paper, we present a scalable approach to end-to-

end learn a multi-label classifier with partial labels. Our

experiments show that our loss function significantly im-

proves performance. We show that our curriculum learning

model using bayesian uncertainty is an accurate strategy to

label missing labels. In the future work, one could combine

several datasets whith shared categories to learn with more

training data.
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