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Abstract

Flow-based generative models show great potential in

image synthesis due to its reversible pipeline and exact log-

likelihood target, yet it suffers from weak ability for con-

ditional image synthesis, especially for multi-label or un-

aware conditions. This is because the potential distribu-

tion of image conditions is hard to measure precisely from

its latent variable z. In this paper, based on modeling a

joint probabilistic density of an image and its conditions, we

propose a novel flow-based generative model named con-

ditional adversarial generative flow (CAGlow). Instead of

disentangling attributes from latent space, we blaze a new

trail for learning an encoder to estimate the mapping from

condition space to latent space in an adversarial manner.

Given a specific condition c, CAGlow can encode it to a

sampled z, and then enable robust conditional image syn-

thesis in complex situations like combining person identity

with multiple attributes. The proposed CAGlow can be im-

plemented in both supervised and unsupervised manners,

thus can synthesize images with conditional information

like categories, attributes, and even some unknown prop-

erties. Extensive experiments show that CAGlow ensures

the independence of different conditions and outperforms

regular Glow to a significant extent.

1. Introduction

Generative adversarial networks (GANs) [1, 11, 27, 32]

and variational auto-encoders (VAEs) [18] are two types

of the most popular generative models due to their solid

theoretic foundation and excellent results. Also, the per-

formance of conditional image synthesis by these models

improves rapidly with the fast development of deep learn-

ing. However, GANs have no explicit encoder to map im-

ages into a latent space, which is useful for many down-

stream tasks while the generated images by VAEs tend to

be blurry. These problems remain for conditional versions

of these models [30, 31, 36, 37]. Recently flow-based gen-

erative models draw increasing attention due to its natural

(a) Inferred (b) Sampled

Figure 1. Barnes-Hut t-SNE [40] visualization of 6, 000 latent vec-

tors on 200 identities of CGlow [17]. (a) latent vectors inferred by

forward CGlow; (b) randomly sampled latent vectors by inverse

CGlow. Best viewed in color.

reversibility of mapping between image space and latent

space, exact log-likelihood, and its great potential in image

synthesis [7, 8, 12, 17]. In this work we focus on conditional

image synthesis by flow-based generative model.

Unfortunately, conditional image synthesis is a challeng-

ing task for flow-based generative models, as these models

are forced to have a bijective mapping between the distri-

butions of images and latent vectors according to their def-

initions [7], which means that their latent dimension must

match visible dimension [10]. So there is no way to con-

catenate conditional information with images into the intact

model like CGAN [30], CVAE [36] and CVAE-GAN [2].

Another straight-forward idea is to add a discriminative reg-

ularization to the optimization objective like [5, 28] with a

class dependent prior, as mentioned in the work of original

Glow [17]. We name this incremental variant of Glow as

CGlow in this paper. But it tends to fail when meeting com-

plicated conditions, for example, a face dataset with 200
identities. As shown in Figure 1, the distribution of real

latent vectors inferred by forward CGlow has very close

clusters, but the clusters of sampled latent vectors keep far

apart and have a large divergence from the real distribution,

which leads to artifacts in its generated images, as shown in

Figure 3. This phenomenon results from that the underlying

distribution of image conditions is difficult to measure pre-

cisely on the latent space, not to mention some multi-target
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tasks such as Pose-Invariant Face Recognition [6, 39] and

Identity-Attribute Disentanglement [9, 22]. This methods

has no way to explore some unknown properties hidden on

the latent space either [4].

To tackle the problems of flow-based generative mod-

els mentioned above, we propose a novel conditional flow-

based generative model, named as conditional adversarial

generative flow (CAGlow). Instead of disentangling repre-

sentation on the latent space directly, which is a difficult

task for flow-based models, this approach learns an effec-

tive encoder to map the distribution of conditions into a la-

tent space and builds a tight connection between the real

and generated distributions in an adversarial manner. The

main contributions of this work are summarized as follows:

• We are the first to learn a mapping from conditions to

images by using an irreversible encoder to map con-

ditions into the latent space of reversible flow-based

models, which can make use of its reversibility to per-

form controllable image synthesis.

• We also incorporate adversarial networks into the pro-

posed CAGlow, which helps the encoder learn a con-

tinuous mapping between condition space and latent

space by adversarial training.

• By performing extensive experiments, we testify that

CAGlow outperforms the state-of-the-art flow-based

model Glow on complex conditions, and this approach

can perform image synthesis conditioned on some un-

known but interpretable representations learned in an

unsupervised fashion.

2. A Review of Flow-based Generative Model

and Conditional Image Synthesis

Before going deep into the proposed conditional adver-

sarial generative flow, we take a short review of some state-

of-the-art generative models and conditional image synthe-

sis models from a probabilistic viewpoint, which acts as a

basic theory of our work.

2.1. Three Basic Generative Models

There are three basic types of commonly used genera-

tive models: generative adversarial networks (GANs) [11],

variational auto-encoders (VAEs) [18] and flow-based gen-

erative models (FGMs) [7, 8, 17]. GAN contains a discrimi-

nator and a generator model playing a minimax game. Such

a two-player game is actually optimized when they reach

the Nash-Equilibrium point, that is, the discriminator can

not tell whether an image is real or not. Many following

works improve generative adversarial networks by better

loss, training skills and evaluating metrics [1, 13, 19, 34, 16,

24, 27, 35]. The objective of VAEs is to maximize the vari-

ational lower bound of log-likelihood of target data points.

This lower bound is composed of a KL divergence, between

the distribution modeled by the encoder and a prior distri-

bution of latent vectors, and the reconstruction loss between

the output and input data. Since there are different strengths

and weaknesses in these two types of models, many works

are proposed to take full advantages of both of them for pro-

moting image synthesis [20, 26, 29].

Unlike the former two models, flow-based generative

models build up a series of invertible transformations and

directly optimize the negative log-likelihood of data distri-

bution.

2.2. Flow­based Generative Models

As mentioned above, flow-based generative models [7, 8,

17] aim to map the distribution of natural image p∗(x) into

a latent prior distribution p∗(z) using a bijective function

F , that is z = F (x). Because the function F is bijective,

x = F−1(z) is valid as well and could be used to generate

images. So its objective for maximizing log-likelihood can

be formulated by change of variables:

log p∗(x) = log p∗(z) + log

∣
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∣
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,

(1)

where we define dh0 = x and dhK = z for conciseness and

the scalar log | det dhi/dhi−1| is the absolute value of the

log-determinant of the Jacobian matrix dhi/dhi−1. Such

Jaconbian matrices lie on the design of bijective functions

such as affine coupling layers and invertible 1× 1 convolu-

tions. Please refer to [8] and [17] for more details.

2.3. Conditional Image Synthesis

Mainstream conditional generative models consist of

VAEs and GANs. Along the line of VAEs, CVAE [36] was

proposed to extend the traditional VAE to a conditional gen-

erative model, which models a conditional distribution and

finds the variational lower bound of this distribution follow-

ing the idea of vanilla VAE. Along the other line of GANs,

there exist more conditional models with different forms

and applications [3, 14, 15, 33, 41, 42, 43]. To the best of

our knowledge, the pioneer work is CGAN [30], which con-

catenates noise or images with class labels and then feeds

them into the generator for conditional image synthesis.

This idea is simple but lacks efficiency when dealing with

multi-category classification tasks. Then ACGAN [31] was

proposed to tackle such problems by simply presenting an

auxiliary classifier for the discriminator. Another amazing

work is infoGAN [4], which learns interpretable and disen-

tangled representation in a totally unsupervised fashion and

provides an elegant theory based on maximizing the mutual
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information between the input latent codes and their obser-

vations.

The Auxiliary Classifier Generative Adversarial Net-

work (ACGAN) is a classical variant of vanilla GAN, whose

objective functions are summarized by:

Ls = Ex∼p∗(x)[logDφ(x)] + Ex∼pθ(x)[log(1−Dφ(x))],

Lc = Ex∼p∗(x),c∼p(c)[log pφ(c|x)]

+ Ex∼pθ(x),c∼p(c)[log pφ(c|x)],
(2)

where p∗(x) denotes the real distribution of images x, pθ(x)
denotes the generated one, and the discriminator Dφ and the

classifier pφ(c|x) = Cφ(x) share the parameters of two-in-

one neural networks. The minimax game is optimized by

training the generator to maximize Lc − Ls and training the

discriminator/classifier to maximize Lc + Ls.

As we know, the objective of GAN is actually to mini-

mize the Jensen-Shannon Divergence between the real and

fake distribution [1]. So the objective above can also be

described as to maximize:

−JS(p∗(x)||pθ(x)) + Ex∼p∗(x),c∼p(c)[log pφ(c|x)]

+ Ex∼pθ(x),c∼p(c)[log pφ(c|x)].
(3)

Furthermore, there are some models combining GANs

with VAEs to boost the generation performance like [26,

29]. CVAE-GAN [2] is a conditional generative model uni-

fying VAEs with GANs. It first encodes images with labels

into latent vectors and then exploits the encoded vectors

and same labels to generate images conditionally with the

help of a real or fake discriminator and an auxiliary classi-

fier. This model shows great potential in dealing with fine-

grained classification problems.

Many empirical studies show the generated images from

GANs are sharper than those of VAEs, for both uncondi-

tional and conditional models [3, 16]. However, unlike vari-

ational auto-encoders and flow-based generative models,

classic GANs have no encoder to map natural images into

latent space, which is useful for downstream tasks such as

image editing, inpainting and attribute morphing. Further-

more, different from VAEs that optimize the lower bound of

maximum likelihood and infer the latent variable approxi-

mately, the objective of flow-based generative model is to

optimize the exact log-likelihood directly and infer the la-

tent variable without sampling.

Therefore, in this paper we take full advantages of the

latent space of flow-based models by building a continuous

mapping from condition space to latent space and capture

the targeted distribution precisely by adversarial networks.

3. Conditional Adversarial Generative Flow

In this section, we introduce the formulation and detailed

architecture of our proposed model CAGlow, as shown in

Figure 2. This model contains a reversible flow, an encoder

and a supervision block in general.

3.1. Formulation

First, inspired by Eq.(1), we model an image with its

conditions as a joint probabilistic distribution and go one

step further to obtain the distribution of latent vectors with

conditions by a bijective mapping z = F (x):

log p(x, cs) = log p(z, cs) + log

∣

∣

∣

∣

det
dF

dx

∣

∣

∣

∣

, (4)

where we let cs denote the conditions under supervision.

Using Bayesian formula, maximizing equation 4 is equal

to:

max Ez∼p∗(z),cs∼p(cs)[log p(cs|z)]

+Ez∼p∗(z)[log p
∗(z) + log

∣

∣

∣

∣

det
dF

dx

∣

∣

∣

∣

],
(5)

where the prior p∗(z) is modeled by a standard Gaussian

distribution.

We assume there is an unknown other distribution p(z)
for latent vectors. According to Gibb’s inequality [25], we

find a lower bound for p∗(z):

Ez∼p∗(z)[log p
∗(z)] ≥ Ez∼p∗(z)[log p(z)]

=Ez∼p∗(z)[log p
∗(z)]−KL(p∗(z)||p(z)).

(6)

Second, we model all the conditions as p(c̃) = p(cs, cu)
where cs denotes the supervised conditions and cu denotes

the unsupervised ones. Thus we could use an encoder E to

map the conditional information with random noises into a

latent distribution pθ(z) = Eθ(c̃, ǫ) where ǫ denotes ran-

dom noise.

Using the variational lower bound methods from

VAEs [18], we can find a lower bound for p(c̃) by

log p(c̃) ≥ −KL(pθ(z)||p(z)) + Ez∼pθ(z),c̃∼p(c̃)[log p(c̃|z)].
(7)

Here we define p(z) = (pθ(z) + p∗(z))/2, so we have

KL(pθ(z)||p(z))+KL(p∗(z)||p(z)) = JS(pθ(z)||p
∗(z)).

Also, we propose a classifier C to classify z from both real

and fake distributions. At last, by bringing together all the

Eq.(4-7), we obtain our final objective to maximize:

Ez∼p∗(z)[log p
∗(z) + log

∣

∣

∣

∣

det
dF

dx

∣

∣

∣

∣

]

−JS(pθ(z)||p
∗(z)) + Ez∼p∗(z),cs∼p(cs)[log p(cs|z)]

+Ez∼pθ(z),c̃∼p(c̃)[log p(c̃|z)].

(8)

This objective function could be decomposed into two

parts: the first term is the same as the objective of the re-

versible flow Eq.(1), and the last three terms are very sim-

ilar to the objective of ACGAN Eq.(3). The difference is
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(a) The training procedure of CAGlow (b) The image synthesis process of CAGlow

Figure 2. Illustration of the network architecture of the proposed conditional adversarial generative flow. It contains a reversible flow F ,

an encoder E, and a supervision block including a discriminator Di distinguishing real vectors from fake ones, a classifier C classifying

supervised conditions correctly and a decoder De reconstructing unsupervised conditions.

that p(c̃) contains both supervised and unsupervised condi-

tional information. Here we assume that they are indepen-

dent with each other and implement them with a classifier

and a decoder, which are illustrated in following part.

3.2. Network Structure

Considering our target is to maximize Eq.(8), we would

introduce the proposed network structure carefully for

achieving this goal. As can be seen in Figure 2, the pro-

posed model contains three parts: 1) a reversible multi-scale

flow F ; 2) an encoder Eθ; and 3) a supervision block which

is a three-in-one neural network including a discriminator

Diφ, a classifier Cφ and a decoder Deφ.

Reversible flow F builds a bijective mapping between the

distributions of natural images and latent vectors using re-

versible networks formulated as z = F (x) where z has a

prior distribution p∗(z). Here we take a standard Gaussian

distribution for modeling z and optimize it using maximum

likelihood estimation. Specifically, we take the structure of

Glow N ×K as our baseline as shown in Figure 2. So the

loss for reversible flow is

LF = −Ez∼p∗(z)[log p
∗(z) + log

∣

∣

∣

∣

det
dF

dx

∣

∣

∣

∣

]. (9)

Note that samples from p∗(z) are taken as the real data

which are fed into the supervision block for further adver-

sarial training, so we take multi-stage training strategy and

the first stage is to train a regular Glow model for the fol-

lowing efficient sampling of the latent vectors. An extra ad-

vantage of this strategy is that after training, the pretrained

Glow model could be used for different tasks by adding dif-

ferent supervised signals on the small supervision blocks,

getting rid of the large computation consumption for train-

ing many different conditional Glow models on different

tasks.

Encoder Eθ helps to model the conditional distribution of

latent vectors z on conditions c̃. That is, pθ(z) = Eθ(c̃, ǫ)
where ǫ is from an underlying distribution p(ǫ) modeled by

a standard Gaussian distribution to help E generate diverse

samples of latent vectors. p(c̃) is actually modelling the

joint distribution for both supervised conditions cs and un-

supervised conditions cu. Take Figure 2 as an example,

when a face image is fed into the forward flow F , its su-

pervised conditions cs containing identity number and at-

tributes like eyeglasses and bangs are fed into the encoder

E as one-hot vectors, and simultaneously offer a supervised

signal from the top of the classifier C. Meanwhile, an un-

supervised condition cu and a random noise ǫ are sampled

from their specific distribution and concatenated with the

supervised conditions. cu will be decoded from the latent

vectors by a decoder De to enhance its mutual information

with z. According to the objective Eq.(8), We would like to

minimize the JS Divergence between this conditional distri-

bution pθ(z) and the distribution of real latent vectors p∗(z)
inferred by the forward flow, with the help of discriminator

Diφ. So the loss for the encoder Eθ is:

LE = −Eǫ∼p(ǫ),c̃∼p(c̃)[logDiφ(Eθ(c̃, ǫ))]. (10)

Discriminator Diφ aims to distinguish generated latent

vectors from real ones inferred by reversible flow corre-

spondingly:

LDi
= −Ez∼p∗(z)[logDiφ(z)]−Ez∼pθ(z)[1− logDiφ(z)].

(11)

Classifier Cφ partly shares the parameters with the discrim-

inator Dφ and outputs different class probabilities by soft-

max or sigmoid functions. We supervise its training by a
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cross entropy loss or binary cross entropy loss for different

specific tasks. By such a neural network parameterized clas-

sifier, we can obtain a class posterior probabilities qφ(cs|z)
of both labeled real vectors and generated ones. The loss

could be formulated as:

LC =− Ez∼p∗(z),cs∼p(cs)[log qφ(cs|z)]

− Ez∼pθ(z),cs∼p(cs)[log qφ(cs|z)].
(12)

Decoder Deφ partly shares the network parameters with the

discriminator and classifier, and it aims to decode the un-

supervised conditions from the generated latent vectors for

reconstructing them. So the loss for the decoder is:

LDe
= −Ez∼pθ(z),cu∼p(cu)[log qφ(cu|z)], (13)

where p(cu) could be modeled by uniform distribution

for continuous codes and binomial distribution for discrete

codes. Correspondingly, the loss could be set to mean

square error and binary cross entropy loss.

3.3. Objective of CAGlow

We show the designed networks for maximizing equa-

tion 8, but in practice, the distribution of real latent vec-

tors and generated ones may not overlap with each other,

especially during the early stage of training process, and

thus the discriminator can separate them accurately. This

phenomenon makes the training process unstable and easy

to mode collapse. To overcome this typical but important

problem, we propose a pair-wise feature matching regular-

ization strategy, which uses an L2 loss between the repre-

sentation of real and fake data points with same conditions.

Let f(z) denote the features of the latent vectors z on the

intermediate layer of the network of supervision block, so

this pairwise feature matching loss is formulated as:

LFM =
1

2
||f(z)− f(z′)||22. (14)

So the final goal of our proposed CAGlow is to minimize

the loss:

L =
∑

S∈{F,E,Di,C,De,FM}

(λSLS), (15)

where the exact loss functions are presented in Eq.(9-14).

Note that the discriminator Diφ, the classifier Cφ and the

decoder Deφ share most of parameters in the supervision

networks except for their output layers. LDi
measures how

well the discriminator separates the real and fake vectors

and LC measures how good the classifier at classifying

different categories, which can be used directly in down-

stream tasks like semi-supervised learning. LDe
measures

how well the decoder reconstructing the input unsupervised

codes, which could be used for unknown properties explo-

ration.

4. Experiments

In this section, we would empirically demonstrate the ad-

vantage of our proposed approach over some leading base-

lines to a significant extent.

4.1. Implementation Details

Datasets. We validate the effectiveness of our proposed

model on some publicly accessible datasets. The first

dataset is MNIST digits dataset [21] containing 50, 000
training data and 10, 000 test data with classes from num-

ber 0 to 9. The second one is the large-scale face dataset

CelebA [23] which contains 202, 599 number of face im-

ages with 10, 177 number of identities and 40 binary at-

tributes annotations per image. For CelebA dataset, we

choose a relatively small image size 64 for evaluation due to

the large computation consumption of Glow [17]. But the

notion is the same for larger image size.

Networks. In our experiment, we set the reversible flow

network to be a typical setting of Glow N × K. N is the

number of cells which contains a Squeeze and a Split op-

eration for downsampling and dimension reduction. K is

the number of steps which contains an affine coupling layer

and an invertible 1 × 1 convolution. Please refer to [8, 17]

for details. We set Glow 3× 10 for MNIST and 3× 32 for

CelebA. In the experiments of MNIST, the encoder and su-

pervision block contain a two fully-connected layers with

64 hidden neurons. The discriminator, classifier and de-

coder only share the first layer and output different vec-

tors for calculating their own losses. In the experiments

of CelebA, the encoder first embeds identities into a fixed-

dimensional latent vector and concatenate it with one-hot

vectors of attributes and random noise. Then the vectors

pass through one fully-connected layer and three deconvo-

lutional layers with upsampling scale 2, 2, 1 and channnel

size 128, 512, 48 respectively. The supervision block con-

tains two stride 2 convolutional layers with channel size 64,

128, followed by four specific fully-connected layers for

outputting the probabilities for real or fake, different iden-

tities, different attributes and reconstructing unsupervised

conditions.

Baselines. Since the proposed model is an extension from

the state-of-the-art flow-based generative model Glow, we

mainly testify the superiority of the proposed model CA-

Glow to the prior work Glow and its incremental variant

CGlow [17].

4.2. Controllable Image Synthesis

Conditional images synthesis results on different identi-

ties and attributes by different approaches are demonstrated

in Figure 3. We set same identity for each row and same at-

tribute for each column. From Figure 3a, we could see that

the generated images by CGlow are disturbed severely by
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Figure 3. Conditional image synthesis demonstration. From top to bottom: different people. From left to right: different attributes (specific

attribute is annotated above the first row). (a) Images generated by CGlow. Identities and attributes interfere with each other heavily; (b)

Images generated by CAGlow with better controllability.

different identities and attributes. The change of attributes

has an adverse impact on the identities and vice versa. In

addition, the change of attributes also influences the appear-

ance or disappearance of other attributes in CGlow. Be-

sides, we could see some artifacts in the images generated

by CGlow in that the sampling distribution deviates from

the real one, as mentioned in Section 1. While the images

synthesized by CAGlow avoid such negative effects and

show excellent performance under this setting, as shown in

Figure 3b.

Image synthesis under cumulative conditions. To further

validate the controllability of our approach, we demonstrate

the generation results of changing multiple attributes step

by step. Because it is difficult for CGlow to change mul-

tiple attributes with identities persistent, we compare our

approach with the regular Glow with pre-storing features.

To maintain identities while changing attributes, the regu-

lar Glow must first parse all the latent vectors of original

images and store a mean feature for each specific attribute.

Then it infers the latent vector of an arbitrary image and

changes this vector by adding pre-stored attribute feature,

and thus it could generate targeted images with identity un-

changed. This strategy works well when manipulating just

one attribute. But the results are not ideal enough when ma-

nipulating multiple attributes. As shown in Figure 4, we

add one more attribute to the original face images step by

step. In regular Glow, adding the attributes ‘young’ and ‘no

beard’ causes the appearance of the attributes ‘makeup’ and

‘long hair’ and adding the attribute ‘blond hair’ even results

in the change of identity. In contrast, our model performs

well by controlling the change of attributes independently

under cumulative conditions.

Besides, our approach has two extra advantages over the

regular Glow: 1) By a condition-latent-condition encoding-

decoding strategy, we disentangle the feature of identities

and attributes well, so it could produce non-interfered im-

ages; 2) We only feed some one-hot vectors of conditions

into the encoder followed by the inverse flow to generate

images, which does not need pre-storing attribute features

and inference process for obtaining a specific latent vector,

so CAGlow has a obvious improvement on time and space

consumption.

Smooth Interpolation. We also demonstrate an interpo-

lation generation results on two different identities and at-

tributes simultaneously in Figure 5. The operation is com-

pleted by simply changing the input one-hot vector of two

specific targets from [0, 1] to [1, 0]. As one can see from the

figure, the interpolation of one specific condition demon-

strates continuous changes of generated images and has no

negative impact on another condition.
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Account Ownership Diagram Template

ruiliu011   |  November 23, 2018

origin +attractive +bangs +big nose +young +smile +blond hair+no beard

(a) Glow [17]

Account Ownership Diagram Template

ruiliu011   |  November 23, 2018

origin +attractive +bangs +big nose +young +smile +blond hair+no beard

(b) CAGlow

Figure 4. Image synthesis under cumulative conditions demonstration. From left to right: adding different attributes step by step (specific

attribute is annotated above the first row). (a) Images generated by regular Glow with pre-storing features. Identities and other attributes

are interfered heavily; (b) Images generated by CAGlow with better controllability.

Figure 5. Interpolation both on ID and attribute. From top to bot-

tom: interpolation on two different people. From left to right:

interpolation on two different attributes (blond hair to black hair).

Glow CGlow CAGlow

Acc (MNIST) - 98.89% 99.55%
Acc (CelebA) - 87.43% 95.16%
FID (MNIST) 25.78 29.64 26.34
FID (CelebA) 103.67 126.52 104.91

Table 1. Accuracy and FID results on MNIST and CelebA.

4.3. Quantitative Comparisons

In this part we perform some experiments to verify the

superiority of our approach using some quantitative results.

Category preserving test. We would take Fréchet Incep-

tion Distance (FID) [24] and top-1 accuracy as our met-

Model CGlow CAGlow

Accuracy 87.36% 93.75%
Variance 0.0245 0.0016

Table 2. Accuracy of Attributes and Variance of AMP with differ-

ent identities on CelebA.

ric, to evaluate the realism, diversity and discriminability

respectively. We pretrain the GoogLeNet [38] on MNIST

and CelebA dataset and then calculate the top-1 accuracy of

the generated samples by different approaches. Following

the method in [13], we calculate the FID score of the gen-

erated samples on a pretrained GoogLeNet. As shown in

Table 1, our approach achieves better performance on both

MNIST and CelebA dataset. The FID score of CAGlow is

pretty close to the original Glow, which means that our ap-

proach could learn a good conditional distribution of latent

vectors without losing diversity.

Attribute preserving test. Here we propose a novel eval-

uation metric Attribute Mean Probability (AMP) for testing

the stability of the attributes. We first train L different clas-

sifiers for L different attributes based on CelebA dataset to

obtain above 99% precision. For any image xi with iden-

tity i, these classifiers could output the probabilities pl(xi)
for different attributes l ∈ {1, ..., L}. The value of AMP

is calculated by AMPi =
1
L

∑L

l=1 pl(xi). Based on these

classifiers, we could calculate the mean value of predicted

accuracy for all generated samples and the variance of AMP

along the identities. Our approach has better accuracy and

lower variance, as reported in Table 2.

Cumulative conditions interfering test. Same as the op-

eration in 4.2, we change multiple attributes step by step.

Based on L pretrained classifiers mentioned above, we cal-

culate the last-step and this-step mean probability of L − 1
attributes except for the changed one for the generated im-

ages. Then we take the absolute value of the difference be-
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(a) Varying latent code for rotation. (b) Varying latent code for width.

Figure 6. Unknown properties exploration on MNIST [21].

# Mpl CGlow Glow + pre-store CAGlow

1 0.004350 0.002245 0.000774

2 0.023215 0.007213 0.002608

3 0.047055 0.014352 0.005825

4 0.077767 0.023767 0.009939

Table 3. The absolute value of the difference of AMP w.r.t. the

times of manipulation. Lower value means more stability.

tween the AMP of last step and this step as the metric. This

evaluating metric describes the disturbing extent to the re-

sult. Smaller value means a more stable generating system

and illustrates a better disentanglement between different

attributes. We show that our results achieve the best perfor-

mance, as summarized in Table 3.

4.4. Interpretable Properties Exploration with Un­
supervised Learning

In the part we will explore some underlying properties

in MNIST and CelebA dataset. Besides the conditional in-

formation these datasets provide, there are some unknown

conditional information hidden. This experiment aims to

demonstrate that our model could generate images condi-

tioned on some unknown but interpretable properties. Note

that these properties are found in an unsupervised manner.

We do not add any supervision signals on the loss and only

use an auto-encoding reconstruction loss for the input codes

sampled from a prior distribution. We assume uniform dis-

tribution for unsupervised codes and take a mean square er-

ror loss for reconstruction.

The results on MNIST are shown in Figure 6. From this

figure, we can see that the rotation direction and width of

the generated digits changed continuously with the varying

of the latent conditional codes respectively.

We also show the exploration results on CelebA in Fig-

ure 7. As we can see, our approach could capture the under-

Account Ownership Diagram Template
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yaw angles

brightness

Figure 7. Unknown properties exploration on CelebA.

lying distribution for different yaw angles and brightness,

which are not annotated in CelebA dataset.

5. Conclusion

In this paper we proposed a novel generative model CA-

Glow that seamlessly unifies three sub-blocks: a reversible

flow, an encoder and a supervision block and takes advan-

tage of an adversarial training strategy. This framework

provides great controllability and flexibility for synthesiz-

ing images conditioned on multiple annotations. Both qual-

itative and quantitative experimental results testified the su-

periority of the proposed approach to the vanilla version of

Glow. In the future we plan to further investigate the im-

pact of a more complex prior distribution instead of a simple

Gaussian distribution on flow-based generative models.
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