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Abstract

Short-wave infrared (SWIR) imaging has a wide range

of applications for both industry and civilian. However, the

InGaAs sensors commonly used for SWIR imaging suffer

from a variety of drawbacks, including high price, low res-

olution, unstable quality, and so on. In this paper, we pro-

pose a novel solution for SWIR imaging using a common

Silicon sensor, which has cheaper price, higher resolution

and better technical maturity compared with the specialized

InGaAs sensor. Our key idea is to approximate the response

of the InGaAs sensor by exploiting the largely ignored sen-

sitivity of a Silicon sensor, weak as it is, in the SWIR range.

To this end, we build a multi-channel optical system to col-

lect a new SWIR dataset and present a physically meaning-

ful three-stage image processing algorithm on the basis of

CNN. Both qualitative and quantitative experiments show

promising experimental results, which demonstrate the ef-

fectiveness of the proposed method.

1. Introduction

Human eyes can perceive a small portion of light only,

usually lying in the wavelength range of 400-700nm. To

mimic the trichromatic color perception of human eyes, ex-

isting digital cameras are usually equipped with a Silicon

sensor, together with a color filter array to filter out light be-

yond the visible spectrum (VIS). However, a typical Silicon

sensor itself is highly sensitive to light in a wide range of

300-950nm. This property has allowed numerous applica-

tions of Silicon based cameras in the ultraviolet (UV) range

less than 400nm and the near infrared (NIR) range beyond

700nm. For example, security surveillance cameras utilize

the sensitivity of a Silicon sensor around 940nm, so as to

see objects clearly illuminated by NIR LED lamps.

Short-wave infrared (SWIR) lies between NIR and mid-
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Figure 1. The schematic diagram of our proposed solution for

short-wave infrared imaging using a Silicon sensor. Our solution

combines a Silicon camera, a longpass filter and a CNN based im-

age processing algorithm to build a virtual InGaAs camera.

wavelength infrared (MWIR). It is less sensitive to ther-

mal irradiation than MWIR, and thus allows high quality

imaging with sufficient contrast, similar to VIS and NIR

light. On the other hand, the relatively longer wavelength

of SWIR leads to stronger penetration capability, which

is proven crucial in industrial inspection and visibility en-

hancement under extreme weather condition. For instance,

the defects inside a nice-looking apple are invisible to our

eyes, yet become apparent when viewed by a SWIR imag-

ing device, and objects hidden in the heavy fog are likely to

be seen in the SWIR range.

Capturing SWIR images requires special sensors. In

contrast to those alternatives like HgCdTe and InSb, the In-

GaAs sensor is most commonly used since it can work sta-

bly at the room temperature, and it also has the advantages

of relatively low power, small volume, high sensitivity, etc..

In spite of these, when compared with the Silicon sensor,

the InGaAs sensor suffer from a variety of drawbacks, in-

cluding low spatial resolution, high price and high pixel de-

fection rate, which severely limit the widespread use of In-

GaAs in SWIR imaging.

Efforts have been taken to resolve those drawbacks. For

example, the compressive sensing techniques have been uti-

lized to boost the spatial resolution of a low-resolution In-

GaAs camera [6], or even construct an area SWIR camera
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by using a single-pixel photo detector [8]. However, the

reconstruction of such an SWIR imaging system is non-

trivial, due to the involvement of a digital micromirror de-

vice (DMD) for coded sampling. It requires multiple scans,

which prevents its application for dynamic scenes, and the

aforementioned drawbacks of InGaAs sensors can not be

completely avoided, since at least one low-end InGaAs de-

tector has to be used.

Different from all existing solutions, in this paper we

propose to replace the InGaAs sensor by a common Silicon

sensor for snapshot SWIR imaging, as illustrated in Fig-

ure 2. The required hardware is an ordinary Silicon camera,

mounted with a 950nm long pass filter. A high-resolution

image, which approximates the SWIR image captured by

an InGaAs camera, will be generated by our trained end-

to-end deep neural network. As a result, our system has

the advantages of higher sensor maturity, lower price and

higher imaging resolution. However, this is an extremely

challenging task, since the sensitivity of a Silicon sensor is

extremely weak in the SWIR range. Through experiments,

we have found that a Silicon sensor can perceive light up to

1200nm, yet the typical response range of an InGaAs sensor

is between 950nm and 1650nm.

Our key idea is to properly utilize the sensitivity of a Sil-

icon senor, weak as it is, in the 950-1200nm range, so as

to approximate the response of an InGaAs sensor. To this

purpose, we develop a six-channel optimal imaging system

to collect a novel SWIR dataset, which allows to train a

physically interpretable three-stage Silicon-to-InGaAs net-

work mapping. Both qualitative and quantitative experi-

ments have shown that our proposed three-stage method is

capable of generating realistic SWIR images, which out-

performs the direct image-to-image mapping counterparts.

Overall, our major contributions are threefold:

• We propose a bold and novel solution for snapshot,

low-cost and high-resolution SWIR imaging by using

a Silicon sensor, rather than an InGaAs sensor.

• We design a six-channel imaging system to acquire

data and build a new dataset with six paired Sili-

con/InGaAs images, which allows Silicon-to-InGaAs

mapping in a more principled way.

• We design a novel end-to-end three-stage image pro-

cessing algorithm for our solution, which is physi-

cally interpretable from the perspective of multispec-

tral imaging.

To the best of our knowledge, this is the first attempt in

the short-wave infrared imaging field.

2. Related Work

Since SWIR imaging shows a great potential in a wide

range of applications, plenty of researches have been re-
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Figure 2. The typical Quantum Efficiency (QE) curve of Silicon

and InGaAs sensors. It can be seen that the Silicon has poor QE

for the short-wave infrared region, however, InGaAs has excellent

QE in that region. Our goal is to simulate the signal of InGaAs

cameras according to the slash area which represents the data in

the short-wave infrared region acquired by Silicon sensors.

ported recently and most of them focus on either image

quality improvement or applying it to specific applications.

For the former, recent works can be further divided into the

compressive sensing (CS)-based and the image enhance-

ment technology-based. In this section, we overview all

these categories as related works.

Notice that to the best of our knowledge, there is no pre-

vious work using a Silicon camera for SWIR imaging, mak-

ing our work have no directly related work.

Compressive sensing. Compressive sensing (CS) [6]

deals with the problem of recovering a signal from far fewer

samples than those fulfilling the sampling theorem. Al-

though this is an ill-posed problem, robust estimation can be

done under some conditional constraints [2, 26]. The main

benefit of using CS is reducing the hardware requirement

for image resolution, especially in the case of SWIR or Ter-

ahertz (X-ray). A typical example is the single pixel camera

(SPC) [8] which uses digital micromirror devices (DMD)

and CS algorithm for image reconstruction with only one

single sensor. Ke et al. [17] present a block-based com-

pressive imaging system to reach superior reconstruction

performance. Kerviche et al. [18] present a scalable com-

pressive imager using information-optimal measurements

design and single-pass piece-wise linear reconstruction al-

gorithm. Mahalanobis et al. [24] demonstrates that high

spatial resolution information in the mid-wave infrared can

be successfully recovered by small focal plane arrays mea-

surements. LiSens [30] replaces the photodetector in the

SPC with a 1D linear array or a line-sensor to improve

the measurement rate. FPA-CS [3] proposes a focal plane

array-based compressive sensing architecture using an array

of SPCs in parallel to increase the measurement rate. Be-

sides, there are many researches that combines various sig-

nal models and constraints to improve the quality of video
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Figure 3. Transmission curve of the 950 nm longpass filter and the

1000 nm bandpass filter. The full width-half max of the bandpass

filters in this research is 50 nm. By combining the filters flexibly,

we are able to capture the signal of specific spectral regions.

imaging, like optical flow-based reconstructions [29], etc.

Although the above CS-based techniques can reduce the

dependance on hardware resolution for imaging, at least one

(low-resolution) expensive SWIR sensor (like InGaAs sen-

sor) is still needed. Besides, such technique can only handle

static scenes. For dynamic scenes, the CS-based methods

can help increase the frame rate of the video [21, 10, 13]

but it cannot help improve the resolution.

Image enhancement. Image processing technology,

such as super-resolution (SR), is an almost zero-cost way

to improve the quality of SWIR imaging. With the de-

velopment of deep learning, many super-resolution algo-

rithms [20, 16, 27] can be used to enhance the InGaAs

images. However, this requires large-scale SWIR image

datasets with enough detail information, which by now,

has not been reported yet. Dong et al. [5] implement spa-

tially adaptive iterative singular-value thresholding(SAIST)

to restoring SWIR images and manage to significantly sup-

press the noise level. Nevertheless, even with such tech-

nique, at least one InGaAs camera is still needed.

Applications. Owing to its unique characteristics, SWIR

shows great potential in a wide range of applications that

are difficult or even impossible to perform in the visible

spectrum, for instance, agricultural and industrial prod-

uct inspection, process quality control, surveillance and

anti-counterfeiting, biological imaging technique, Optical

Coherence Tomography imaging and much more [3, 11].

SWIR imaging has already been playing an important role

in observation under hazy weather conditions and low-

light conditions [9]. There has also been study showing

that SWIR spectroscopy is very useful for measuring min-

eral physicochemistry sensitive to changes in metamorphic

grade, especially in very low-grade rocks [7].

3. Proposed Solution

As described above, conventional SWIR imaging re-

searches rely on specific sensors. Meanwhile, due to the

limitations in materials science and craftsmanship, the price

of SWIR sensors will not drop significantly in the short

term. Therefore, these existing researches still require high

cost hardware. In this paper, we propose a novel solution

that can avoid using expensive SWIR sensors. The compar-

ison with some existing researches is shown in Figure 4.

3.1. Optical Design

Firstly, we need to know why Silicon sensors can be used

for SWIR imaging. Figure 2 shows the typical quantum

efficiency curve of Silicon and InGaAs sensors, where the

InGaAs sensor is a typical type of SWIR sensors. Since the

Silicon sensor is not sensitive to short-wave infrared, it has

a very low quantum efficiency in SWIR area which is also

the main reason why it cannot be directly used for SWIR

imaging. Another reason is that the high sensitivity of the

Silicon sensor to the visible light can seriously affect the

imaging in SWIR area.

The latter problem can be simply solved by using some

optical filters to only keep the desired spectrum band. Fol-

lowing this idea, in this paper we choose to use a longpass

filter and a set of bandpass filters, as shown in Figure 3. By

combining the filters flexibly, we are able to suppress the ef-

fects of visible light for the Silicon sensor and only capture

light within certain wavelengths.

For the problem that the Silicon sensor is not sensitive to

SWIR, it is difficult to reconstruct the SWIR images directly

from the Silicon images without additional information. On

the other hand, it can be much easier to learn individual

mappings from a Silicon sensor to a SWIR sensor within

each narrower wavelength band. Based on this considera-

tion, we design a novel pipeline for SWIR imaging using

a Silicon sensor as shown in Figure 5. We use bandpass

filters to produce multi-channel signals with respect to dif-

ferent wavelengths, and try to simulate the responses of all

these channels to approximate the InGaAs image.

Besides, we also introduce the additional light sources to

Name Resolution Video Price Hardware 
Nyquist Sampling low yes $$$$$ High res. Sensor array
SPC high limited $$$ DMD + photodetector
CS-MUVI medium yes $$$ DMD + photodetector

FPA-CS high yes $$$ DMD + Low res. 
Sensor array

Ours higher yes $ Silicon Sensor array + 
Long pass Filter

[8]

[29]

[3]

[3]

Figure 4. The comparison of imaging resolution, dynamic scene

support, manufacturing cost and hardware requirements against

some existing approaches.
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Figure 5. The schematic diagram of short-wave infrared imaging using Silicon sensors. The lower part is the schematic diagram of the

SWIR imaging pipeline process, and the upper part is the optical design and theoretical analysis diagram corresponding to each part result.

The detailed description can be found in the text.

solve the low signal-to-noise ratio problem caused by insen-

sitivity. This is easy to apply in many application scenarios.

3.2. Proposed SWIR Imaging Pipeline

As shown in Figure 5, the SWIR imaging pipeline con-

sists of four steps: acquisition, decomposition, simulation,

and reconstruction.

1. We capture Silicon images as the input using a Silicon

sensor with a 950 nm longpass filter which is used to shield

visible light.

2. The input image is decomposed into a set of images,

each of which represents the signal of narrower wavelength

band. This process can be viewed as physically using band-

pass filters to intercept particular wavelength bands signal

from the longpass filter signal.

3. Different mapping relationships for each wavelength

band are learned to simulate the InGaAs signal using Silicon

signal.

4. The InGaAs image is reconstructed based on the sim-

ulated signal.

It is worthy of mentioning that Silicon signal does not

cover all SWIR areas, as shown in Figure 2. The recon-

struction process is similar to using sampled signal (simu-

lated InGaAs bandpass images) to recover the overall signal

(InGaAs longpass image).

Overall, our pipeline is a solution that combines software

(image processing algorithm) and hardware (Silicon sensor

with a longpass filter). Image processing can be done in a

variety of ways and our designed network is a specifically

designed one. The detail architecture can be found below.

4. Hardware & Dataset

In order to support the proposed approach, we design a

multi-channel imaging system and collect a new dataset for

training and benchmarking. To the best of our knowledge,

this is the first public dataset for SWIR imaging using Sili-

con cameras.

4.1. Hardware Configuration

The design schematic illustration and prototype of the

imaging system are shown in Figure 6. The resolution of

the used Silicon camera (GS3-U3-15S5M-C) is 1384×1032

and the pixel depth is 14 bit. Unlike high-resolution Sili-

con cameras, the resolution of used InGaAs camera (BK-

51IGA) is 128×128 and it needs to be cooled to -5 ◦C to

work properly. The pixel depth of InGaAs image is 16 bit.

We use a motorized rotator (Thorlabs FW102C) for au-

tomatic filter switching to ensure that every set of images

taken by each camera is aligned. It has 6 holes, which are

used to separately place 950 nm longpass filter (Thorlabs

FELH0950) and five bandpass filters (1000 nm, 1050 nm,

1100 nm, 1150 nm and 1200 nm CWL, Edmund Hard

Coated 0D 4 50 nm bandpass Filter). The Full Width-Half

Max (FWHM) of all bandpass filters is 50 nm. In order

to ensure the physical alignment of the imaging, we use a
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InGaAs Camera
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Filters and Motorized RotatorLight Source
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Reflection

Beam Splitter
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Figure 6. The hardware implementation of our designed multi-channel imaging system. The system consists of a light source, an InGaAs

camera, a Silicon camera, a beam splitter and a motorized rotator with six different filters (one longpass filter and five bandpass filters).

beam splitter (Thorlabs CCM1-BS015) whose splitting ra-

tio is 50 : 50 and coverage wavelength range is from 900 nm

to 1600 nm. The light source we used is a halogen lamp.

In addition, we kept the camera settings and position fixed

throughout the imaging process.

4.2. Silicon­to­InGaAs Dataset

As mentioned above, the imaging pipeline consists of

four steps: acquisition, decomposition, simulation, and re-

construction. Among them, the image obtained in the first

step is used as the input, and each of the other steps needs to

be given a ground truth to constrain the input. This means

that for every scene, in addition to the input Silicon image

and the corresponding InGaAs image, we need to collect

another 10 images to guide the second and third steps. That

is to say, we should collect 12 images (2 cameras × 6 filters)

for every scene.

Great efforts have been made to align the images physi-

cally, however, we still need to use alignment algorithm to

adjust them because of the vast difference between the two

1 2 3 4

Raw Silicon Image InGaAs ImageCropped Silicon Image

crop ref

Figure 7. The upper part is a schematic diagram of the alignment

and crop operation for the original Silicon images. The lower part

is a sample in the SI dataset and each sample in the dataset contains

12 images. Objects captured in this dataset are diverse.

cameras in many aspects like resolution.

Due to the low brightness of the images, some well-

known alignment algorithms such as Lucas-Kanade [23],

SIFT [22] and their various deformations cannot achieve

perfect results. Therefore, we use the method of manu-

ally selecting feature points to align the images, as shown

in Figure 7. After alignment and cropping, the resolution

of grayscale images in the dataset is 128×128 and the bit

depth of every image is 16 bit.

We collect 1560 images on 130 scenes to ensure the di-

versity of data. In this paper, we use the first 70 scenes as

the training set and the remaining 60 scenes as the test set.

5. Methodology

A specific implementation of the proposed solution is in-

troduced in this section with all the necessary details. As the

analysis above, our solution focus on three major processes:

decomposition of longpass images, InGaAs bandpass im-

ages simulation and reconstruction of InGaAs image based

on the simulation results. We design a new network archi-

tecture consists of three sub-networks corresponding to the

three processes as the image processing algorithm in our

solution.

5.1. Network Architecture

As shown in Figure 8, the proposed network consists

of three sub-networks: Decomposition-Net, Simulation-Net

and Reconstruction-Net. We use U-Net [28, 15] and Res-

Net [12, 20] as the basic element of our network since they

have been proven effective extensively. We removed Batch-

Normalization [14] layers from the original implementation

because test results show that they will slightly reduce the

performance in our specific task.

For the U-Net module, we use convolutional layers with

stride 2 for down-sampling and use resize-convolutional

layers for up-sampling, which will suppress the checker-

board artifacts to some extent [25]. As the size of the feature

map decreases, the number of feature maps doubles and the

feature map number of the first layer is set to 32.
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Figure 8. The proposed network architecture. It contains three subnetworks: Decomposition-Net, Simulation-Net and Reconstruction-

Net, which correspond to the three network in Figure 5. The dashed lines represent skip connections, the circles represent discontinuous

connections, the same color represents the same structure.

The Res-Net module consists of a convolutional layer,

three resblocks, and a convolutional layer sequence.For ev-

ery layer of the Res-Net module, the size of feature maps

remains the same as the input and the number of feature

maps for all layer is set to 32.

For all layers of both modules, we use the Rectified Lin-

ear Unit (ReLU) as the activation function and the kernel

size is set to 3×3. Concatenating along the channel dimen-

sion instead of adding directly is used for skip connections.

Decomposition-Net. Since it requires five different

physical bandpass filters to decompose the longpass Sili-

con image into five different bandpass images, we use five

U-Net models as virtual bandpass filters to simulate the

real filters. Therefore, the Decomposition-Net contains five

branches and each branch is composed of one U-Net mod-

ule. The input is the longpass Silicon images and the out-

puts are the simulation of five different bandpass Silicon

images.

Simulation-Net. We design the Simulation-Net to sim-

ulate the InGaAs bandpass images according to the corre-

sponding Silicon bandpass images. The input is the outputs

of Decomposition-Net and the outputs are the simulation of

five different InGaAs bandpass images. Considering that

adjacent bands have similar properties, we also use the esti-

mate of the adjacent bands as the input of the current band.

With the wavelength increasing, the quantum efficiency of

the Silicon sensor gradually decreases as shown in Figure 2.

So we use the results of shorter wavelength regions to guide

the simulating process of the adjacent longer regions.

Reconstruction-Net. In order to reconstruct the InGaAs

image over the whole SWIR spectrum based on the ob-

tained simulated InGaAs bandpass results, we design the

Reconstruction-Net. In addition to directly using them as

input, we also use U-Net modules to extract features from

the outputs of Simulation-Net as part of the input. Besides,

we adopt a guiding strategy similar to the Simulation-Net.

5.2. Loss Function

According to our solution, we not only need to constrain

the final result, but also constrain the intermediate results.

That’s why we need to give different weights to different

sub-networks. At the same time, sub-networks with multi-

ple outputs also require different weights to constrain their

outputs. The total loss function is formulated as:

Loss = α · LDecom + β · LSim + γ · LRecon, (1)

where the LDecom, LSim and LRecon represent the

loss function of Decomposition-Net, Simulation-Net and

Reconstruction-Net, and α, β, γ are the corresponding co-

efficients. The details of three loss are given below.

Due to the low brightness of the image, only using com-

mon error metrics such as MSE or MAE may cause blur-

ring. To maintain structural consistency, we use the well-

known image quality assessment algorithms SSIM [31]

along with MAE as the loss function. The value ranges

of SSIM is (−1, 1]. The definition of SSIM can be found

in [31]. The LDecom is defined as:

LDecom =

5∑

i=1

λi · (L
i

mae + 1− Li

ssim), (2)

where Li
mae, Li

ssim
, λi represents the MAE, SSIM value

and coefficient of the i-th output image. We use the same

loss function for Simulation-Net,

LSim =

5∑

i=1

ϕi · (L
i

mae + 1− Li

ssim), (3)
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Figure 9. Some of the results from the proposed solution for short-wave infrared imaging. The upper part is the chromatic scenes while the

lower part shows the estimated corresponding SWIR image. We amplify the framed part for better clarity.

where ϕi represents the coefficient of i-th output image and

the other parameters have the same meaning as formula 2.

The LRecon is similarly defined as:

LRecon = Lmae + 1− Lssim, (4)

where Lmae and Lssim have the same meanings as before.

In the experiments, the configuration of the parameters is:

α = 100, β = 10, γ = 1, λ1−5 = (1, 2, 5, 5, 5) and ϕ1−5 =
(1, 2, 5, 5, 5).

5.3. Implementation Details

Our implementation is done with Keras [4] and Tensor-

flow [1]. The proposed network can be quickly converged

after being trained for 6000 epochs on a Titan-X GPU using

the proposed dataset. In order to prevent overfitting on the

small amount of data, we use random clipping, flipping and

rotating for data augmentation. We set the batch-size to 30

and the size of random clipping patches to 80×80×1. The

input image values is scaled to [0, 1].
In the experiment, training is done using the Adam op-

timizer [19] with α = 0.001, β1 = 0.9, β2 = 0.999
and ǫ = 10−8. We also use the learning rate decay strat-

egy, which reduces the learning rate to 95% before the next

epoch. At the same time, we reduce learning rate to 50%
when the loss metric has stopped improving.

6. Experiments

To demonstrate the performance of our solution, we first

show results on several static scenes to highlight the capa-

bilities of SWIR imaging. Then, we evaluate the effective-

ness by comparing with several typical end-to-end network.

6.1. SWIR Imaging

We present a simple experiment to prove the feasibility

of our solution. Figure 9 visually highlights the disparity

of the scene captured in visible light spectrum and SWIR.

When viewed in visible light, defect of the apple in the first

set of images is perfectly hidden behind the overt texture,

meanwhile, the pattern of the pottery figurine in the third

image set is rather blurry. However, we can clearly iden-

tify them in the estimated SWIR image. Moreover, in the

second scene, the estimated image captures the real shad-

ing of the surface without being affected by different col-

ors. These results provide us with a glance at the potential

applications of our system like agricultural and industrial

product inspection, process quality control and so on.

6.2. Comparative Experiments

Since this is the first attempt to image SWIR with a Sil-

icon camera to the best of our knowledge, there is not any

prior results to compare with. In order to prove the effec-

tiveness of our approach, we reimplemented some end-to-

end networks that have been proven effective in image pro-

cessing field to address our problem. Learning the mapping

from Silicon to InGaAs directly is challenging, that’s why

we divide the problem into several simpler sub-problems.

With the leverage of multi-channel information, our solu-

tion achieves superior outcome. We use the commonly-used

SSIM [31] and PSNR as the metrics for evaluation as shown

in Table 1. Visualization can be found in Figure 10, from

which we can perceive that our results show the highest sim-

ilarity with the InGaAs images.
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Silicon Ours U-Net Pix2Pix InGaAs

PSNR:16.46
SSIM:0.723

PSNR:41.66
SSIM:0.985

PSNR:24.79
SSIM:0.914

PSNR:17.67
SSIM:0.466

PSNR:21.19
SSIM:0.791

PSNR:30.30
SSIM:0.951

PSNR:25.65
SSIM:0.917

PSNR:25.54
SSIM:0.914

PSNR:14.40
SSIM:0.639

PSNR:22.21
SSIM:0.759

PSNR:22.52
SSIM:0.758

PSNR:18.36
SSIM:0.818

[28] [15]

Figure 10. Visualization of the comparative experiments. Our so-

lution is not only more similar to InGaAs image, but also has

higher objective evaluation metrics.

Ours U-Net [28] CGAN [15]

PSNR 31.06 28.20 20.34

SSIM [31] 0.869 0.855 0.644

Table 1. Comparative experiment results against two famous net-

work architectures. We reimplemented the networks according to

the original ones due to the particularity of our problem. This table

reports mean PSNR and SSIM on the test set. Our approach leads

in both metrics.

6.3. Bandpass Analysis

In this subsection, we apply bandpass analysis on the im-

ages in our dataset. In particular, we computer the PSNRs

between images of different bandpasses, as shown in the

two Confusion Matrices in Figure 11. We can see that band-

pass images captured by the Silicon sensor differ signifi-

cantly from each other, while those by the InGaAs sensor

are more alike. This indicates that our dataset correctly cap-

ture the real property of the quantum effectiveness curves of

different sensors as shown in Figure 2.

We specifically design an experiment to demonstrate the

interpretability and effectiveness of the intermediate results.

As is shown in Figure 12, the outputs of the Decomposition-

Net are very similar visually to the signal intercepted by

the real filters in each wavelength, which can also be re-

flected quantitatively from the PSNR/SSIM metrics in Ta-

ble 2. This experiment can show the effectiveness and in-

terpretability of our approach.

Decompositon Simulation

bandpass#1: 1000 nm 35.83 / 0.947 50.09 / 0.984

bandpass#2: 1050 nm 45.27 / 0.983 52.88 / 0.997

bandpass#3: 1100 nm 57.34 / 0.996 48.68 / 0.982

bandpass#4: 1150 nm 45.89 / 0.807 50.51 / 0.983

bandpass#5: 1200 nm 65.11 / 0.997 51.89 / 0.981

Table 2. The table displays the PSNR/SSIM of the output image of

the Decomposition-Net and Simulation-Net with different band-

pass wavelengths.
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21.27 Inf 29.51 27.39 26.73

18.44 29.51 Inf 40.62 37.92

17.79 27.39 40.62 Inf 49.31

17.57 26.73 37.92 49.31 Inf
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Inf 56.48 43.88 50.49 56.04

56.48 Inf 42.60 47.80 57.20

43.88 42.60 Inf 49.18 42.11

50.49 47.80 49.18 Inf 47.21

56.04 57.20 42.11 47.21 Inf

Figure 11. The left and right figure separately correspond to the

Confusion Matrix of the pictures from our dataset imaging with

Silicon sensor and InGaAs sensor intercepted by filters.

D
ec

om
po

se
d

G
ro

un
d 

Tr
ut

h

1000 nm 1050 nm 1100 nm 1150 nm 1200 nm

1000 nm 1050 nm 1100 nm 1150 nm 1200 nm

Bandpass #1 Bandpass #2 Bandpass #3 Bandpass #4 Bandpass #5

Figure 12. Experiment results of the Decom-Net for interpretabil-

ity and effectiveness. The first row shows the outputs of the

Decom-Net and the second row shows the ground truth which is

intercepted by the real filters in each wavelength band.

7. Conclusion & Discussion

Conclusion. In this paper, we propose a novel solution

which combines ingenious optical design and advanced im-

age processing algorithms for SWIR imaging using a Sil-

icon camera with a longpass filter. We design a multi-

channel imaging system and build a new dataset called

Silicon-to-InGaAs (SI). Using the new dataset, we design

a proof-of-concept prototype using a multi-branch fully-

convolution network. The experimental results demonstrate

our proposed solution is effective and practical. As far as

we know, this is the first attempt in SWIR imaging field.

Benefits. Our approach avoids the use of expensive

SWIR sensors, therefore, significantly reduces hardware

costs. And it retains the advantages of Silicon cameras such

as high resolution, mature workmanship, well support for

dynamic scenes and so on.

Limitations. Our method analyzes and simulates the

shorter wavelength region (<1200nm) of SWIR while ap-

proximating the rest, which may be solved with more ad-

vanced devices or optic design to prove our approach.

Future work. In the future, we will continue yielding

improvements in imaging quality and optimizing runtime

to promote the industrial process. Other future work as-

pects include dynamic scenarios optimization, specific ap-

plications (such as skin detection, surveillance) and so on.
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