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Abstract

Due to the intrinsic invariance to pose and illumination

changes, 3D Face Recognition (FR) has a promising po-

tential in the real world. 3D FR using high-quality faces,

which are of high resolutions and with smooth surfaces,

have been widely studied. However, research on that with

low-quality input is limited, although it involves more ap-

plications. In this paper, we focus on 3D FR using low-

quality data, targeting an efficient and accurate deep learn-

ing solution. To achieve this, we work on two aspects: (1)

designing a lightweight yet powerful CNN; (2) generating

finer and bigger training data. For (1), we propose a Multi-

Scale Feature Fusion (MSFF) module and a Spatial Atten-

tion Vectorization (SAV) module to build a compact and dis-

criminative CNN. For (2), we propose a data processing

system including point-cloud recovery, surface refinement,

and data augmentation (with newly proposed shape jitter-

ing and shape scaling). We conduct extensive experiments

on Lock3DFace and achieve state-of-the-art results, outper-

forming many heavy CNNs such as VGG-16 and ResNet-

34. In addition, our model can operate at a very high speed

(136 fps) on Jetson TX2, and the promising accuracy and ef-

ficiency reached show its great applicability on edge/mobile

devices.

1. Introduction

Face recognition (FR) is a very hot topic in the computer

vision community. Recently, 2D FR has achieved great suc-

cess with the development of deep learning techniques and

the availability of big visual data. For example, the well

known FaceNet [30], which is built based on the Inception

architecture and the triplet loss, makes use of 200M faces

of 8M identities for training and reports a 99.63% accuracy

on the LFW [14] benchmark, surpassing human-level per-

formance. Despite 2D FR has been widely applied to many
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Figure 1. Visualization of 3D faces. The FRGC v2 (first row) and

Bosphorus (second row) databases provide high-quality data while

the Lock3DFace (last row) dataset offers low-quality ones, with

averagely 53K, 27K and 9K points in each model respectively.

specific situations in the real world, its robustness to more

challenging cases, e.g. large head poses and extreme light-

ing conditions, remains problematic.

Unlike 2D face images, 3D face models deliver shape

information, which is intrinsically invariant to pose and il-

lumination1 changes. During the last two decades, a large

number of 3D solutions have been proposed, and the accu-

racies on public benchmarks, e.g. FRGC v2 [26], Bospho-

rus [29], and BU-3DFE [36] have been consistently pro-

moted. More importantly, they have demonstrated the po-

tential to handle the issues unsolved in the 2D domain. For

instance, high scores are reached on the samples with se-

rious data missing due to self-occlusions incurred by large

poses (i.e. ≥ 45◦) [22, 6, 11], and a more recent work [40]

presents a deep model based approach, which boosts the

state of the art precisions on many major databases close to

full marks. However, the overwhelming majority of current

1 Some 3D imaging devices partially depend on RGB cameras and the

data are not really invariant to illumination changes.
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3D FR studies focus on high-quality data acquired through

very expensive 3D scanners, and their systems are gener-

ally sophisticated with relatively high computational cost,

which limits 3D FR in practical applications.

The advent of consumer RGB-D cameras, such as Mi-

crosoft Kinect and Intel RealSense, makes it possible to ob-

tain depth data at an affordable price. Although such data

can be efficiently captured and processed, they are of really

low-quality (see Figure 1), and early papers thus use them

only for coarse-grained classification tasks, including ges-

ture recognition [34] and gender recognition [16]. There

indeed exist some attempts on FR [7, 1, 24, 12], but the

subjects involved are quite limited. Zhang et al. [37] release

the first comprehensive dataset that is suitable for evaluating

methods on 3D FR using low-quality depth images, namely

Lock3DFace, and they provide baseline results on it using

Iterative Closet Points (ICP). Later, Cui et al. [2] present a

deep model based baseline. They both illustrate the feasibil-

ity of identification on low-quality 3D face data. Moreover,

3D data are reputed to be more tolerant to photo and video

based face spoofing than 2D images and low-quality 3D

data also suggest competent at anti-spoofing such as facial

mask attacking [4, 33], featuring another advantage in FR,

as this reliability is crucial in some scenarios with strong

security requirement, e.g. bank related applications. On the

other side, FaceID, a software for user cooperative unlock-

ing provided by iPhone, is generally acknowledged, which

reveals a good commercial perspective of 3D FR with low-

quality input. Unfortunately, very little research has inves-

tigated this issue. This work bridges this gap.

In this work, we propose a novel deep approach, namely

Led3D, to 3D FR using low-quality depth images, targeting

both higher accuracy and higher efficiency. To achieve this,

we work on two ways, i.e. a new lightweight Convolutional

Neural Network (CNN) architecture as well as bigger and

finer training data.

New Lightweight Architecture. As we know, depth im-

ages by consumer 3D sensors are of low resolutions and

with heavy noises as shown in Figure 1. In this case, a pow-

erful model is needed to extract sufficiently discriminative

features. To balance accuracy and efficiency, we focus on an

enhanced lightweight network rather than stubbornly deep-

ening the model. Our backbone network contains only 4

convolutional layers, and to make a high accuracy, we pro-

pose a Multi-Scale Feature Fusion (MSFF) module and a

Spatial Attention Vectorization (SAV) module. The former

combines features at different levels in an efficient way, im-

proving the representation of low-quality face data, and the

latter highlights important spatial facial clues when sum-

marizing local features and outperforms the widely used

Global Average Pooling (GAP) for FR.

Finer and Bigger Training Data. Deep models are

data-hungry, and clean and well-organized training data are

important to performance improvement. Due to the high

cost of good-quality scanners for data collection, there is

not any 3D face database as large-scale as the ones in 2D.

To deal with the problem of inadequate data, FR3DNet [40]

applies data augmentation to synthesize 3M faces of 100K

identities from an ensemble of many public databases and

a private one. In our case, we do not use extra data and

propose a preprocessing pipeline and a data augmentation

scheme for low-quality 3D face data, to generate a finer and

bigger training set.

State-of-the-art Performance. With the new architec-

ture and better data, we reach state-of-the-art performance

on the Lock3DFace [37] and Bosphorus [29] databases. In

addition, Led3D operates at a very high speed on an edge

device, i.e. 136 fps on Jetson TX2, contributing a systemat-

ical solution for real-time 3D FR to the society.

2. Related Work

In this section, we briefly review the related work in the

field of 2D FR, 3D FR, and lightweight CNNs.

2D FR. In the recent years, CNNs have been dominating

this area by carefully designed network architectures and

loss functions, with massive training data containing mil-

lions of faces and thousands of individuals. DeepFace [32],

FaceNet [30], and VGGFace [25] are representatives. In

spite of successive state of the art results, some of which

are even better than that of human beings, recent investi-

gations [38, 15, 13] point out that 2D FR is vulnerable to

complex lighting changes and severe pose variations.

3D FR. In the last decade, 3D FR has been greatly devel-

oped along with the publicity of databases of high-quality

3D face models. It can be witnessed that the efforts made

by hand-crafted methods are first on addressing expression

changes [20, 3] and recently on dealing with poses and oc-

clusions [3, 22], towards real-world scenarios.

In contrast to the case in the 2D domain, exploration on

deep learning based 3D FR is not extensive. The reason

mainly lies in the lack of big data, since public 3D databases

are not so comprehensive. The largest one of high-quality

data is ND-2006 [5], which only contains 13,450 scans of

888 subjects, much smaller than MS-Celeb-1M [8]. Data

augmentation techniques are thus required. Kim et al. [21]

integrate available benchmarks and increase samples by

diversely generating expressions and poses and randomly

cropping patches. With 10K augmented depth faces, they

then fine-tune VGG-Face and reach the top accuracy on

Bosphorus. Gilani et al. [6] further enhance data augmen-

tation by adding a private dataset and synthesizing virtual

IDs, and the deep model is trained from scratch and deliv-

ers very competitive scores on all the test sets.

Regarding 3D FR on low-quality data, research is lim-

ited. Preliminary attempts employ traditional methods, such

as ICP, PCA, LBP, and HOG, and display some promising
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performance [1, 7, 24]. However, the databases used are

small in terms of subject or image number and the varia-

tions involved are few. See [37] for a comparison of the

low-quality 3D face databases.

To the best of our knowledge, Lock3DFace [37] is the

first comprehensive low-quality 3D face benchmark, which

contains 5,671 RGB-D videos of 509 individuals, collected

by Kinect V2 in various conditions. The baseline results are

given by ICP applied on high-quality scans reconstructed

from depth videos. A recent work [2] exploits an existing

deep model, namely Inception V2 [19], and provides an-

other baseline on it. The two papers leave much room for

improvement in both accuracy and efficiency.

Lightweight CNN. Many deep models show high accu-

racies in computer vision tasks. But the application to more

scenarios, e.g. with Raspberry Pi, Jetson TX2, and mobile

phones, is limited by the model size and the computation

cost. Therefore, it is necessary to design lightweight archi-

tectures. SqueezeNet [18], ShuffleNet [39], and MobileNet

[10] are famous examples. Although these solutions work

well on image classification and object detection, they are

not well investigated for FR, in particular for 3D FR using

low-quality data.

3. An Efficient and Accurate Network

CNNs have been applied to 3D FR. However, they work

on high-quality data. To our knowledge, very little research

has investigated 3D FR with low-quality data, which actu-

ally has many applications. To bridge this gap, in this work,

we propose a CNN based approach to improving the accu-

racy and efficiency.

For fast inference, the network has to be shallower, with

a smaller number of parameters, leading to lower memory

cost. Thus, our backbone network contains only 4 blocks

which have 32, 64, 128, and 256 convolution filters respec-

tively. Each block is composed of a convolution layer with

a kernel size of 3×3, a batch normalization layer and a

ReLU activation layer. As shown in Figure 2 (b), the blocks

are very compact. To enhance the accuracy, we propose a

Multi-Scale Feature Fusion (MSFF) module and a Spatial

Attention Vectorization (SAV) module, detailed in Section

3.1 and 3.2 respectively. MSFF is used to fuse multi-scale

features from each block for comprehensive representation

and SAV emphasizes important spatial information, both of

which improve the discriminative capacity of the resulting

feature. We then apply a Dropout layer between SAV and

the Fully-Connected (FC) layer, to overcome over-fitting.

At the end of the network, we utilize a Softmax layer with

the cross entropy loss to guide network training. The whole

architecture is shown in Figure 2.

Data

MaxPooling

Block 2, 64

MaxPooling

Block 3, 128

MaxPooling

Block 4, 256 MaxPooling

MaxPooling

MaxPooling

MaxPooling

Block 1, 32

(a) (b)

Block 5, 960

SAV

Dropout

FC

Softmax

Conv 3×3

BatchNormal

ReLU

MSFF

Figure 2. (a) The proposed architecture for 3D FR with low-quality

data, including a Multi-Scale Feature Fusion (MSFF) module and

a Spatial Attention Vectorization (SAV) module; and (b) details of

the ‘Block’ used in (a).

3.1. Multi­Scale Feature Fusion

CNN has a hierarchical architecture which is a stack of

multiple convolutional layers. Individual layers learn dif-

ferent information: the lower layers capture low-level el-

ements such as basic colors, edges, while the higher ones

encode abstract and semantic cues. It is natural to combine

the features at different layers for better representation. For

example, DenseNet [17] uses very dense connections to in-

tegrate the features. However, such connections are very

heavy, leading to expensive computation costs. SSD [23]

combines the feature maps of the last several convolution

layers in their network, allowing predictions of detections

at multiple scales. The fusion scheme in SSD is more ef-

ficient, since it adds convolutional feature layers to the end

of the truncated base network. But, in our opinion, it is still

a little bit heavy to a small model. Instead, we propose a

lightweight feature fusion method, namely Multi-Scale Fea-

ture Fusion (MSFF).

Specifically, we extract the feature maps from each of

the four convolutional blocks, corresponding to informa-

tion captured by different Receptive Fields (RFs). All the

feature maps are then down sampled to a fixed size by max

5775



Figure 3. Concatenation of multi-scale feature maps. From left to

right are the output feature maps from Block 1, Block 2, Block 3

and Block 4, respectively. Max pooling is used to down-sample

these feature maps, with specific parameters (33, 16, 16), (17, 8,

8), (9, 4, 4) and (3, 2, 1), sorting by kernel size, stride and padding.

Figure 4. Implementation of spatial attention vectorization. Each

feature map has a corresponding weight map, and the feature vec-

tor is calculated by dot product in the channel dimension.

pooling for fast processing. We further concatenate them

in the channel dimension, as Figure 3 shows. Furthermore,

we integrate the feature maps at different scales by another

convolution layer consisting of 960 3×3 kernels (Block 5).

In this way, we efficiently generate a more discriminative

feature to represent the 3D face of a low-quality.

In addition, during model training, the convolution lay-

ers in the backbone are directed both by the successive lay-

ers as well as the neighboring ones, which can speed up the

convergence of the network.

3.2. Spatial Attention Vectorization

Recently, many main-stream CNN architectures, such as

Inception V2 [19] and ResNet [9], use the Global Average

Pooling (GAP) layer to vectorize feature maps. Compared

with the FC layer [31], GAP is much more efficient, and

(a) (b)

(c) (d)

Figure 5. Features generated by SAV and some other major pool-

ing methods on the samples of 10 subjects randomly selected from

Lock3DFace, visualized using t-SNE: (a) SAV; (b) global average

pooling; (c) global max pooling; and (d) global sum pooling.

shows good performance in object recognition. However,

it is not the best solution for FR. FR is fundamentally dif-

ferent from object recognition because all the faces are well

aligned before recognition. For aligned faces, correspond-

ing areas contain fixed facial components. In high-level fea-

ture maps, each pixel encodes a specific area of the input

image, and the area size is dependent on the RF, thus in-

cluding fixed semantic information. But GAP clearly ig-

nores such correspondence. It motivates us to investigate

another feature generation method which is as efficient as

GAP and keeps the spatial cues.

In this work, we propose a Spatial Attention Vectoriza-

tion (SAV) module to replace GAP as shown in Figure 4.

SAV is implemented by adding an attention weight map to

each feature map. In this case, the contributions of pixels

at different locations can be separately emphasized in train-

ing, and the weights are then fixed for inference. In our

network, SAV is applied to the feature maps produced by

MSFF, which previously integrates both the low-level and

high-level features. In SAV, there are 960 convolution fil-

ters related to 960 feature maps, whose kernel size is 8×8,

the same as that of feature maps. After training the model

by massive faces, SAV sets corresponding weights for each

feature map, taking both the strength of abstract representa-

tion and spatial information of the input face into account.

Thus, the feature vector we calculate conveys more discrim-

inative cues than GAP, benefiting FR.

It is obvious that SAV works as efficiently as GAP.

Meanwhile, it is more powerful than the feature computed

by GAP. In Figure 5, we visualize the features of the sam-

ples of 10 subjects randomly selected from Lock3DFace,

achieved by SAV and three other major pooling schemes,

involving GAP, global max pooling and global sum pooling.
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Compared with the ones of the counterparts, our feature is

more compact and separable, indicating the effectiveness of

SAV.

4. Finer and Bigger Training Data

The structured light and Time of Flight (TOF) techniques

are usually applied to generate low-quality 3D faces in the

form of rough surfaces with strong noises, while they are

very efficient. Meanwhile, in current databases, the sam-

ples for training a deep model are not so sufficient. In this

section, we focus on ameliorating the data for training deep

models. A preprocessing pipeline (Section 4.1, Section 4.2)

as well as a data augmentation scheme (Section 4.3) are

specifically proposed to refine the quality and improve the

quantity respectively. In addition, we also consider a new

scenario that probably appears in the real world, namely

3D FR across quality, where the gallery set includes high-

quality data and the probe samples are of low-quality, and

discuss how to handle the data for this case in Section 4.4.

4.1. Point­cloud Recovery

Depth frames collected by low-cost 3D sensors usually

have heavy noises (e.g. spikes and holes) and compared

with the entire image, face areas are very small. There-

fore they cannot be directly used for FR. Here, we take

the Lock3DFace database [37] as an example to discuss the

way to recover point-clouds to better support the subsequent

steps. The depth images of Lock3DFace are collected by

Kinect V2 and five manual landmarks are provided in the

first frame of each sequence.

Interpolation. Within the low-quality depth image, the

face only occupies a small part, leading to a very low reso-

lution. To solve that, we crop the face of 180 × 180 from

the original depth frame (of 512× 424) based on the x and

y coordinates of the nose tip manually labeled and linearly

interpolate it to 360× 360.

Nose-tip Calibration. Nose-tip is usually regarded as

the origin of a 3D face. An inaccurate location of the nose-

tip greatly degrades final face representation. Although the

nose-tip is manually annotated in our case, there may ex-

ist holes around it, leading to wrong values in the Z axis.

Therefore, we locate a 10 × 10 patch around the given nose-

tip based on the x and y coordinates and use its median value

rather than the average value as the modified point. After

interpolation and nose-tip calibration, we map the cropped

face to the 3D domain and cut off the non-facial area based

on the estimated nose-tip. The whole process is shown in

Figure 6 (a). Compared with the method used in [2], our

3D face is finer and does not contain the non-facial area

(background).

4.2. Surface Refinement

To refine the surface, [2] simply uses a bilateral filter to

suppress the noises, but in this way, discriminative features

can also be damaged. In this study, we follow the subse-

quent steps.

Outlier Removing. After we crop the face from the

depth frame as in Sec. 4.1, there remain some noises in-

side the sampling sphere. They are actually the outliers in

3D face representation. In this work, we use the method

in [27], which sets the threshold of nearest neighbors to re-

move these outliers.

Face Projecting. To adapt the 3D face to widely inves-

tigated 2D image-based CNN training, we project the 3D

point-cloud back to the 2D space (depth face). We then pad

the depth face to a fixed size (128 × 128 in this work). Fi-

nally, we normalize the depth face image to the range of [0,

255].

Hole Filling. The depth faces generated by projection

have holes. To fill those holes, we first binarize the depth

face to locate them (1 and 0 indicate valid areas and holes

respectively), and morphological reconstruction is then ap-

plied to the pixels surrounding it.

Normal Estimating. In 3D FR, the depth image is the

most widely used representation. However, some studies

demonstrate that the face normals (normal maps) are more

discriminative [20, 35]. Same as in [35], we compute three

normal images, i.e. NCIx, NCIy, and NCIz, and then stack

them to generate a normal face, as shown in Figure 6 (b).

4.3. Data Augmentation

Since previous public databases of low-quality data are

small and CNNs are data hungry, we launch data augmen-

tation techniques to generate more samples for training our

Led3D model. Apart from the widely used pose augmen-

tation (out-of-plane rotation), in this work, we propose two

new schemes (shape jittering and shape scaling) to adapt

to 3D FR on low-quality data. The generated samples are

shown in Figure 6 (c).

Pose Generating. Given a point-cloud 3D face, we can

synthesize faces with richer pose variations by adjusting the

virtual camera parameters. In this work, we generate new

facial point-clouds in the range of [-60◦, 60◦] on yaw and

[-40◦, 40◦] on pitch, with the interval of 20◦. For each gen-

erated face, we compute depth and normal images.

Shape Jittering. As shown in Figure 1, low-quality

faces (in Lock3DFace) usually have very rough surfaces.

Motivated by this, we add the Gaussian noise to augmented

3D faces to simulate such changes. By properly controlling

the noise level, we do not change the identity information.

In this work, the Gaussian noise we use has 0 mean and 2e-5

variance, on the normalized point-clouds. We find that such

parameters lead to significant performance enhancement.
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Figure 6. Pipeline of data improvement: (a) facial surface refinement; (b) generation of Depth Map Images (DMI) and Normal Map Images

(NMI); (c) augmentation of 3D face samples; (d) generation of low-quality data from high-quality ones; and (e) generation of low-quality

and high-quality data of virtual identities.

Shape Scaling. When the faces are collected by 3D

cameras, the distance between the face and camera is not

fixed. Actually there exist moderate changes on that dis-

tance, and the cropped faces thus have varying sizes. To

simulate this change, firstly, we binarize the depth face to

compute a mask image. Then, we zoom in the depth face

image with 1.1 times. Finally, we render the new depth face,

which is cropped from the enlarged one via the mask.

4.4. Cross­quality Data Generation

High-precision scanners capture high-quality 3D faces

with smooth surfaces, leading to better FR performance.

However, such scanners are in big volume and expensive,

thus difficult to pervade for on-line scenarios. In compari-

son, low-quality sensors are more widely used. In the real

world, a popular setting is: high-quality data work as gallery

and low-quality data are used as probes. To simulate this

setting, we convert the high-quality data (from FRGC v2

and Bospohrus in our case) with smooth surfaces to low-

quality ones with rough surfaces. Random disturbance is

added on high-quality face point-clouds to generate low-

quality like depth maps.

Specifically, a 3D face and the disturbance can be rep-

resented as Fi = [xp, yp, zp] and Di = [dp], respectively.

Here i = 1, ..., N, p = 1, ..., P and Di ∼ N(0, 16); N

is the number of 3D faces and P is the number of ver-

tices of a 3D face. The generated low-quality like face

F l
i = [xp, yp, z

l
p] can be obtained by zlp = zp + dp. Then,

we use a maximum filter with a kernel size of 3×3 on ev-

ery generated face to amplify the effect of the disturbance.

Examples of generated low-quality faces from high-quality

ones are shown in Figure 6 (d).

Furthermore, we use the virtual ID generation method in

[40] to generate new individuals (identities) to increase the

data size for cross-quality model training. The sample is

shown in Figure 6 (e).

5. Experiments

We mainly evaluate our method on Lock3DFace [37]. To

further validate its generalization ability, we synthesize low-

quality data on the Bosphorus database [29] for additional

analysis. FRGC v2 [26] is used to generate virtual identities

as introduced in Section 4.4 for cross-quality model train-

ing. The databases, settings and protocols, and results are

described in detail in the following.

5.1. Databases

Lock3DFace. It is the most comprehensive database

public available, with low-quality 3D faces collected by

Kinect V2. It includes 5,671 video sequences of 509 indi-

viduals, covering variations in expression, occlusion, pose

and time.

Bosphorus. It contains 4,666 3D faces of 105 individu-

als, presenting variations in expression, occlusion, and pose.

Face data are acquired using structured-light 3D system.

FRGC v2. It consists of 4,007 3D face models of 466

individuals, with expression variations. The dataset is col-

lected by a Laser 3D scanner with high-precision and pro-

vides two modes of data: RGB and 3D.

5.2. Settings and Protocols

3D FR on Low-quality Data. The experiments are con-

ducted on Lock3DFace. Firstly, we adopt the same settings

as in [37]. Specifically, the first depth videos of the neutral

expression of all the 509 individuals are used for training,

and the remaining ones are divided to four test subsets (ex-

pression, occlusion, pose and time). For each video, we se-

lect six frames for data augmentation and model training. It

should be noted that [37] reconstructs a high-quality model

5778



Table 1. Performance comparison in terms of rank-one score in Lock3DFace using different training sets.

Model Training data Evaluation Type
Test subset

FE OC PS TM AVG

Baseline [37] No augmentation Video based 74.12 28.57 18.63 13.17 34.53

VGG-16 [31]

No augmentation Video based

74.49 27.19 8.97 7.61 34.55

ResNet-34 [9] 63.06 21.81 12.92 5.82 30.2

Inception-V2 [19] 78.07 35.36 14.4 7.46 39.13

MobileNet-V2 [28] 73.72 27.49 10.75 7.01 34.73

Ours 79.78 36.95 12.33 19.85 41.65

VGG-16 [31]

With augmentation Video based

79.63 36.95 21.7 12.84 42.8

ResNet-34 [9] 62.83 20.32 22.56 5.07 32.23

Inception-V2 [19] 80.48 32.17 33.23 12.54 44.77

MobileNet-V2 [28] 85.38 32.77 28.3 10.6 44.92

Ours 86.94 48.01 37.67 26.12 54.28

FE: expression. PS: pose. OC: occlusion. TM: time.

from each raw depth video and applies ICP to compute er-

rors between reconstructed models for matching, which is

a video to video scenario. In our case, to highlight the

contribution of data augmentation, we build two training

sets. The first is only with the original data, and in each

video used for training, we select six frames at an equal

interval, leading to a total of 3,054 (509×6) depth frames.

The second is with synthesized data, where the samples in

the first set are augmented as introduced in Section 4.3 and

each original face renders 12 new ones, and thus of 39,702

(3054×12+3054) in total. For testing, all frames are ex-

tracted in each video for independent processing, and their

results are combined by simply voting to predict the final

label for the entire video. With the two training sets, we

train the proposed model and four state-of-the-art CNNs

[31, 9, 19, 28] and evaluate the rank-one recognition rate on

the four subsets. In our model, all the depth face images (or

normal face images) are resized to 128×128, and to adapt to

other counterpart networks [31, 9, 19, 28], the input image

is scaled to suitable solutions. These models are pre-trained

on the combination of FRGC v2 and Bosphorus, and then

fine-tuned on Lock3DFace. All CNNs use the same Adam

optimizer for training but different batch sizes according to

GPU memory. Furthermore, to validate the data augmenta-

tion scheme, we train the CNNs in the original training set

and the augmented training set respectively.

Cui et al. [2] proposes another setting that divides train-

ing and test sets by subjects, which is more suitable for

learning based methods. All the data of 340 subjects ran-

domly selected are used for training, and those of the re-

maining 169 subjects are for testing. During the training

phase, in each video of the neutral expression, we sample

six frames at an equal interval, which are used for aug-

mentation. Such data and the other original data are then

adopted for model building. In the test phase, six frames

are also extracted from each of the 1,628 videos, with a total

of 9,768 frames. Among them, the first frame of the neu-

tral expression of each subject is taken as the gallery sample

(169), and the others are used as probes (9,599), including

five subsets. Here, we train our network from scratch on

the training set and evaluate the performance on the test set.

For test, we firstly extract features from the SAV layer by

our model. Then, we match the signature of a probe with

those of all the identities in the gallery. Finally, the ID is as-

signed to the probe based on minimum cosine distance. We

compare the results using depth faces and the combination

of depth and normal.

Ablation Study. We evaluate the contributions of the

MSFF and SAV modules. We follow the protocol in [2]

with data augmentation. We train four networks: (A) the

basic network with only five convolution layers; (B) the ba-

sic network with MSFF; (C) the basic network with SAV;

and (D) the basic network with both the MSFF and SAV

modules. We apply the Adam optimizer for model training,

and set the batch size as 384.

Cross-quality 3D FR. To explore this new scenario, we

carry out experiments on Bosphorus. The training set con-

tains the augmented high-quality normal face data, the gen-

erated low-quality normal face data and the synthsized vir-

tual face data on FRGC v2, with totally 122,150 faces of

1,000 identities. We train the proposed network and the

counterpart Inception V2 used in [2] from scratch. For

test, we use the first faces of the neutral expression in high-

quality of all the 105 individuals as gallery and the remain-

ing ones are processed into a low quality as probes. The

identity is determined on minimum cosine distance as well.

5.3. Results

3D FR on Low-quality Data. Table 1 reports the rank-

one accuracies of our model and four state-of-the-art CNNs

[31, 9, 28, 19] on Lock3DFace, compared with the baseline

method [37]. From this table, we can see that the proposed

network achieves the best average scores in all the settings,

showing its effectiveness. However, for the training data

without augmentation, the scores of all the CNN methods

on the subset (PS) are lower than Baseline [37] using ICP
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Table 2. Performance in terms of rank-one recognition rate (%) of

3D FR using low-quality data on Lock3DFace using the protocol

in [2].
Test Inception V2 [2] Ours

subset Depth Depth Depth&Normal

NU 99.55 99.62 99.62

FE 98.03 97.62 98.17

PS 65.26 64.81 70.38

OC 81.62 68.93 78.10

TM 55.79 64.97 65.28

Total 79.85 81.02 84.22

Table 3. Comparison in terms of rank-one recognition rate (%) on

Lock3DFace with ablations in our proposed network.

Model MSFF SAV
Lock3DFace [37]

NU FE PS OC TM Total

A 97.90 90.75 38.31 47.33 34.17 64.88

B
√

97.73 92.62 41.59 49.65 40.23 67.30

C
√

99.14 96.03 55.80 61.23 57.58 76.09

D
√ √

99.62 97.62 64.81 68.93 64.97 81.02

based registration. The reason lies in that the training data

are not sufficient and do not contain faces with pose varia-

tions.

Once we apply augmentation techniques to training data,

the accuracies of CNN models are significantly improved on

the test subsets. It means that the proposed data augmenta-

tion methods are effective for performance improvement.

Table 2 shows that the proposed method outperforms the

state-of-the-art methods using the same protocol, where the

training and testing data are separated by subjects. The re-

sults for Inception V2 are reported by [2]. They pre-train

Inception V2 on their private dataset, which contains 845K

faces of 747 identities. Unlike [2], our model is trained from

scratch and evaluated on depth faces and normal faces. Our

model reports an accuracy of 81.02% on depth faces, around

1.17% higher than that in [2]. In addition, we achieve

84.22% by concatenating the feature of depth and normal,

suggesting that these two features have complementary in-

formation.

Ablation Study. Table 3 shows the results of four net-

works. Compared with the baseline netwrok A, we can see

MSFF and SAV do improve the performance. On the one

hand, the MSFF module extracts more discriminative fea-

tures by combing the information at different levels. On the

other hand, the SAV module proves effective in capturing

spatial clues that are crucial to FR. Not surprisingly, com-

bining MSFF and SAV (model D) leads to the best perfor-

mance.

Cross-quality 3D FR. We report the results of cross-

quality 3D FR in Table 4. We can see that the proposed net-

work achieves 91.27% accuracy for HL and 90.7% for LL,

both of which are significantly superior to the ones reached

by Inception V2, the major counterpart used in [2]. It illus-

trates that our network is also competent at recognizing 3D

Table 4. Performance of cross-quality 3D FR (HL: high-quality in

gallery and low-quality in probe; LL: low-quality in both gallery

and probe).

Model
Bosphorus [29]

HL LL

Inception-V2 [19] 78.56 77.23

Ours 91.27 90.70

Table 5. Comparison in terms of running speed (fps) with four

CNNs on Jetson TX2. Low-Power Mode means the default set-

ting of Max-Q, and High-Power Mode means the maximum clock

frequency setting of Max-N.

Model

Jetson TX2

Low-Power Mode High-Power Mode

GPU ARM GPU ARM

VGG-16 [31] 7.09 0.43 11.13 0.88

ResNet-34 [9] 8.44 0.58 13.08 1.14

Inception-V2 [19] 24.33 2.90 39.02 5.16

MobileNet-V2 [28] 35.41 3.16 60.41 5.62

Ours 46.26 9.77 135.93 15.66

face across the change in data quality, where its generaliza-

tion ability is highlighted.

5.4. Run­time

We evaluate the run-time of the four CNNs and the pro-

posed network on Jetson TX2, which is one of the fastest,

most power-efficient embedded AI edge device. The run-

time is computed on a single inference using MXNet 1.2

and python 2.7. We set the device in different power modes

and compute in different processors. As shown in Table

5, the network we propose runs at a speed of 136 fps in

the high-power mode, which is much faster than MobileNet

V2. If we use the ARM core process, it also achieves 15

fps, faster than MobileNet V2 as well. Furthermore, for the

proposed data preprocessing method, the average run-time

of each frame is 0.13s. It verifies that our solution is effi-

cient and can be deployed on edge devices to achieve real

time 3D FR using low-quality data.

6. Conclusion

In this paper, we propose a novel lightweight CNN for

3D FR using low-quality data. To achieve fast processing

and accurate prediction, we propose the MSFF and SAV

modules, both of which enhance representation of 3D faces

in an efficient manner. In addition, we propose a system-

atical solution for data processing and augmentation. The

proposed Led3D model achieves the state-of-the-art accu-

racy on Lock3DFace [37]. In terms of run-time, it operates

at a high speed up to 136 fps on Jetson TX2.
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