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Abstract

Robust and accurate visual localization is a fundamental

capability for numerous applications, such as autonomous

driving, mobile robotics, or augmented reality. It remains,

however, a challenging task, particularly for large-scale

environments and in presence of significant appearance

changes. State-of-the-art methods not only struggle with

such scenarios, but are often too resource intensive for cer-

tain real-time applications. In this paper we propose HF-

Net, a hierarchical localization approach based on a mono-

lithic CNN that simultaneously predicts local features and

global descriptors for accurate 6-DoF localization. We

exploit the coarse-to-fine localization paradigm: we first

perform a global retrieval to obtain location hypotheses

and only later match local features within those candidate

places. This hierarchical approach incurs significant run-

time savings and makes our system suitable for real-time

operation. By leveraging learned descriptors, our method

achieves remarkable localization robustness across large

variations of appearance and sets a new state-of-the-art on

two challenging benchmarks for large-scale localization.1

1. Introduction

The precise 6-Degree-of-Freedom (DoF) localization of

a camera within an existing 3D model is one of the core

computer vision capabilities that unlocks a number of re-

cent applications. These include autonomous driving in

GPS-denied environments [7, 29, 31, 5] and consumer

devices with augmented reality features [30, 22], where

a centimeter-accurate 6-DoF pose is crucial to guarantee re-

liable and safe operation and fully immersive experiences,

respectively. More broadly, visual localization is a key com-

ponent in computer vision tasks such as Structure-from-

Motion (SfM) or SLAM. This growing range of applica-

tions of visual localization calls for reliable operation both

indoors and outdoors, irrespective of the weather, illumina-

tion, or seasonal changes.

Robustness to such large variations is therefore critical,

along with limited computational resources. Maintaining

a model that allows accurate localization in multiple con-

1Code available at https://github.com/ethz-asl/hf_net
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Figure 1. Hierarchical localization. A global search first retrieves

candidate images, which are subsequently matched using powerful

local features to estimate an accurate 6-DoF pose. This two-step

process is both efficient and robust in challenging situations.

ditions, while remaining compact, is thus of utmost im-

portance. In this work, we investigate whether it is actu-

ally possible to robustly localize in large-scale changing en-

vironments with constrained resources of mobile devices.

More specifically, we aim at estimating the 6-DoF pose of a

query image w.r.t. a given 3D model with the highest possi-

ble accuracy.

Current leading approaches mostly rely on estimating

correspondences between 2D keypoints in the query and

3D points in a sparse model using local descriptors. This

direct matching is either robust but intractable on mo-

bile [48, 51, 41], or optimized for efficiency but fragile [27].

In both cases, the robustness of classical localization meth-

ods is limited by the poor invariance of hand-crafted local

features [8, 26]. Recent features emerging from convolu-

tional neural networks (CNN) exhibit unrivalled robustness

at a low compute cost [12, 13, 32]. They have been, how-

ever, only recently [49] applied to the visual localization

problem, and only in a dense, expensive manner. Learned

sparse descriptors [12, 36] promise large benefits that re-

main yet unexplored in localization.

Alternative localization approaches based on image re-

trieval have recently shown promising results in terms of

robustness and efficiency, but are not competitive in terms

of accuracy. The benefits of an intermediate retrieval step

have been demonstrated earlier [40], but fall short of reach-
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ing the scalability required by city-scale localization.

In this paper, we propose to leverage recent advances in

learned features to bridge the gap between robustness and

efficiency in the hierarchical localization paradigm. Sim-

ilar to how humans localize, we employ a natural coarse-

to-fine pose estimation process which leverages both global

descriptors and local features, and scales well with large

environments (Figure 1). We show that learned descrip-

tors enable unrivaled robustness in challenging conditions,

while learned keypoints improve the efficiency in terms of

compute and memory thanks to their higher repeatability.

To further improve the efficiency of this approach, we pro-

pose a Hierarchical Feature Network (HF-Net), a CNN that

jointly estimates local and global features, and thus maxi-

mizes the sharing of computations. We show how such a

compressed model can be trained in a flexible way using

multitask distillation. By distilling multiple state-of-the-art

predictors jointly into a single model, we obtain an incom-

parably fast, yet robust and accurate, localization. Such het-

erogenous distillation is applicable beyond visual localiza-

tion to tasks that require both multimodal expensive predic-

tions and computational efficiency. Overall, our contribu-

tions are as follows:

– We set a new state-of-the-art in several public bench-

marks for large-scale localization with an outstanding

robustness in particularly challenging conditions;

– We introduce HF-Net, a monolithic neural network

which efficiently predicts hierarchical features for

a fast and robust localization;

– We demonstrate the practical usefulness and effective-

ness of multitask distillation to achieve runtime goals

with heterogeneous predictors.

2. Related Work

In this section we review other works that relate to dif-

ferent components of our approach, namely: visual local-

ization, scalability, feature learning, and deployment on re-

source constrained devices.

6-DoF visual localization methods have traditionally been

classified as either structure-based or image-based. The for-

mer perform direct matching of local descriptors between

2D keypoints of a query image and 3D points in a 3D SfM

model [48, 51, 41, 25, 49]. These methods are able to es-

timate accurate poses, but often rely on exhaustive match-

ing and are thus compute intensive. As the model grows in

size and perceptual aliasing arises, this matching becomes

ambiguous, impairing the robustness of the localization,

especially under strong appearance changes such as day-

night [42]. Some approaches directly regress the pose from

a single image [6, 20], but are not competitive in term of

accuracy [44]. Image-based methods are related to image

retrieval [1, 52, 53] and are only able to provide an approx-

imate pose up to the database discretization, which is not

sufficiently precise for many applications [42, 49]. They are

however significantly more robust than direct local match-

ing as they rely on the global image-wide information. This

comes at the cost of increased compute, as state-of-the-art

image retrieval is based on large deep learning models.

Scalable localization often deals with the additional com-

pute constrains by using features that are inexpensive to ex-

tract, store, and match together [8, 24, 37]. These improve

the runtime on mobile devices but further impair the ro-

bustness of the localization, limiting their operations to sta-

ble conditions [27]. Hierarchical localization [19, 30, 40]

takes a different approach by dividing the problem into a

global, coarse search followed by a fine pose estimation.

Recently, [40] proposed to search at the map level using

image retrieval and localize by matching hand-crafted local

features against retrieved 3D points. As we discuss further

in Section 3, its robustness and efficiency are limited by the

underlying local descriptors and heterogeneous structure.

Learned local features have recently been developed in at-

tempt to replace hand-crafted descriptors. Dense pixel-wise

features naturally emerge from CNNs and provide a power-

ful representation used for image matching [10, 13, 35, 38]

and localization [49, 42]. Matching dense features is how-

ever intractable with limited computing power. Sparse

learned features, composed of keypoints and descriptors,

provide an attractive drop-in replacement to their hand-

crafted counterparts and have recently shown outstanding

performance [12, 36, 16]. They can easily be sampled from

dense features, are fast to predict and thus suitable for mo-

bile deployment. CNN keypoint detections have also been

shown to outperform classical methods, although they are

notably difficult to learn. SuperPoint [12] learns from self-

supervision, while DELF [34] employs an attention mecha-

nism to optimize for the landmark recognition task.

Deep learning on mobile. While learning some build-

ing blocks of the localization pipeline improves perfor-

mance and robustness, deploying them on mobile devices

is a non-trivial task. Recent advances in multi-task learn-

ing allow to efficiently share compute across tasks without

manual tuning [21, 9, 47], thus reducing the required net-

work size. Distillation [18] can help to train a smaller net-

work [39, 55, 56] from a larger one that is already trained,

but is usually not applied in a multi-task setting.

To the best of our knowledge, our approach is the first

of its kind that combines advances in the aforementioned

fields to optimize for both efficiency and robustness. The

proposed method seeks to leverage the synergies of these

algorithms to deliver a competitive large-scale localization

solution and bring this technology closer to real-time, on-

line applications with constrained resources.
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