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Abstract

In this paper, we propose a semi-supervised approach for

representative selection, which finds a small set of repre-

sentatives that can well summarize a large data collection.

Given labeled source data and big unlabeled target data,

we aim to find representatives in the target data, which can

not only represent and associate data points belonging to

each labeled category, but also discover novel categories in

the target data, if any. To leverage labeled source data, we

guide representative selection from labeled source to unla-

beled target. We propose a joint optimization framework

which alternately optimizes (1) representative selection in

the target data and (2) discriminative feature learning from

both the source and the target for better representative se-

lection. Experiments on image and video datasets demon-

strate that our proposed approach not only finds better rep-

resentatives, but also can discover novel categories in the

target data that are not in the source.

1. Introduction

Representative selection aims to find a small subset of

data points that can well represent a big data collection. It

has attracted much interest in recent years due to the in-

creasing need of analyzing massive visual data and the lim-

ited capacity of our computing and storage resources.

Although the problem of representative selection has

been well studied in the literature [12, 38, 20, 9, 13, 29, 28,

7], most previous works apply unsupervised approaches.

That is, finding a set of items from the given target data

without supervision. However, in many applications, we

are not only interested in finding representative items (i.e.,

which data points are exemplars), but also interested in

knowing what they are (i.e., recognizing their categories).

In other words, although we can find representatives and

associate remaining data samples with them based on the

similarity, we do not know the exact category of each rep-

resentative unless labels are provided.

Figure 1. Framework overview. We leverage labeled source data to

find representatives from unlabeled target data. Once representa-

tives are found, labels can be naturally transferred from the source

to the target. Then we update features for better representative

selection. These two steps will alternate until termination.

Recently, Elhamifar et al. [8, 7] introduce an additional

source set of known items and propose to select source

items to represent the target. In this way, target items can

be easily recognized by passing category labels of source

representatives. Unfortunately, this scheme operates in a

closed world assumption, i.e., the source set knows every

category that may appear in the target. However, it may not

be the case in many real world applications.

In this paper, we take a semi-supervised approach by

likewise introducing a source set, but leverage it to find rep-

resentative items from the target set rather than the source

set. More importantly, we do not assume that the source set

has covered all categories in the target data. We formulate

the representative selection as the facility location problem.

We incorporate labeled source data into the objective func-

tion such that they can guide the selection for new target

data. In the end, connections between the source and the

target can be formed via selected representatives, so that

we can transfer the labels from the source to the target. As

shown in Figure 1(c), we can transfer the labels of “cat”,

“dog” and “horse” to corresponding groups.

As feature representation plays a critical role in represen-

tative selection, we devise a joint optimization framework

which alternates between two steps: (1) representative se-
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lection and (2) discriminative feature learning. After repre-

sentatives are found, we leverage both source data and target

data to update the features based on their associations with

representatives. Subsequently, we reselect representatives

and further update the features. This procedure continues

until the termination condition is met. The entire process is

shown in Figure 1.

The proposed work has the following benefits:

• It leverages the labeled source data to find better rep-

resentatives for the target.

• The proposed formulation can discover novel cate-

gories in the target data.

• The joint representative selection and feature learning

can iteratively improve the performance.

Extensive comparisons with state-of-the-arts on two image

and two video datasets validate the above benefits.

2. Related Work

In the literature, the problem of representative selec-

tion or subset selection has been well studied in many

specific applications, such as finding a subset of data to

reduce the requirement of computation and memory cost

[9, 10, 8], highlighting important shots or events in videos

[25, 13, 6, 32, 27, 39, 40, 14] and summarizing a big collec-

tion of images [34, 37, 35]. Depending on what information

needs to be preserved, the notion of representativeness dif-

fers from tasks to tasks. For instance, when selecting a sub-

set of training data to reduce the computations of the train-

ing process, the statistical property of data points should be

preserved [10, 9]. For the task of the image or video sum-

marization, the diversity and coverage of representatives are

taken into account [14, 13, 37, 26].

Representative selection methods may have different ob-

jective functions. There are several popular directions in the

literature, such as maximum spanning volume [22, 21, 39],

sparse coding [10, 25], and facility location [8]. To select a

subset of maximum volume, one common way is to apply

the determinantal point processes (DPPs) [22]. Recently,

many variants of DPPs have been proposed for various ap-

plications. For instance, k-DPPs [21] was proposed to han-

dle the fixed number of representatives, Affandi et al. [1]

combine the DPPs with Markov random field to model the

temporal dynamics, and Gong et al. [13] propose a learn-

able scheme for DPPs to select key items from video se-

quences. For sparse coding [10, 25, 40, 6], the underlying

data structures are typically assumed to be linear or sub-

spaces. Elhamifar et al. [10] propose to formulate the repre-

sentative selection as a sparse dictionary selection problem.

Meng et al. [25] propose to incorporate the locality prior

Schemes Source set Discover novel class Label passing

Unsupervised ✗ ✓ ✗

Semi-supervised [8, 7] ✓ ✗ ✓

Ours ✓ ✓ ✓

Table 1. Comparison of three schemes on representative selection.

with the dictionary selection to suppress outliers. For facil-

ity location [9, 16, 6], data points with the minimum encod-

ing cost (serving cost) are selected as representatives based

on the given pairwise similarity or dissimilarity. Its objec-

tive is closely related to clustering algorithms [12, 29, 11],

which can also be applied for representative selection.

Although there are various criteria proposed for the sub-

set selection, most of them follow the property of submod-

ularity [35] and, in general, the optimization is NP-hard.

To address this issue, many efficient solutions have been

studied in the literature. One feasible way is to relax the

non-convex objective function to convex and obtain the so-

lution via convex optimization [8]. Another direction is the

constant-factor approximation, such as greedy search algo-

rithms [33, 5, 24, 3].

3. Approach

3.1. Problem Statement

Let T = {xt
1, x

t
2, . . . , x

t
n} be a target set of n unla-

beled items and S = {(xs
i , y

s
i )}

m
i=1 be a source set of m

labeled items, where each item xs
i has a corresponding cat-

egory ysi ∈ Y
s. Our goal is to find a small subset Z ⊆ T

to well represent the collection of target items, with each

representative either represents a known category from S
or a novel category in T . Let {zttij} be a set of indicators,

where zttij ∈ {0, 1} denotes the association between xt
i and

xt
j which is 1 if xt

i is represented by xt
j and is 0 otherwise.

We also aim to find {zttij} such that each target item can be

represented by a representative of the same category.

In this work, we do not assume that the source set has

covered all possible categories and want to discover novel

categories in the target set. If the category space of T is

Yt, we allow Ys ⊂ Yt. The comparison of our proposed

problem and previous problems is summarized in Table 1.

3.2. Preliminary

Representative selection can be formulated as the facil-

ity location problem [8]. The objective is to select known

source items to represent the target, i.e., Z ⊆ S . However,

items of unseen categories may appear in T . In this case,

no source item can well represent them. To address this

limitation, we reformulate it to find representatives from T
instead of S by reversing the roles of the source and target

data in terms of facilities and clients.

Let dstij ∈ R be the cost of source item xs
i served by

target item xt
j . We quantify the serving cost as the distance

between items in the feature space. LetFθ(x) be the feature
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representation of item x, where θ denote all parameters for

the representation. We can compute the serving cost dstij as

dstij = ‖Fθ(x
s
i )−Fθ(x

t
j)‖2 (1)

Let zstij ∈ {0, 1} be a binary indicator of the association

between source item xs
i and target xt

j , where zstij = 1 if xs
i

is represented by xt
j and zstij = 0 otherwise. The facility

location formulation [8] can be rewritten as

min
{zst

ij
}

m
∑

i=1

n
∑

j=1

zstij d
st
ij + λ

n
∑

j=1

I(‖zst·j ‖p)

subject to

n
∑

j=1

zstij = 1, ∀i,

(2)

where z
st
·j = [zst1j , . . . , z

st
mj ]

T , ‖ · ‖p is lp-norm, I(·) is the

indicator function, and λ balances the influence of serving

cost (first term) and opening cost (second term). The con-

straint ensures every source item can be associated with one

representative. It is worth noting that Z can be directly de-

rived from non-zero z
st
·j , i.e., Z = {xt

j ∈ T | z
st
·j 6= 0}.

In order to well describe target set, Z should cover all

categories in T . However, problem (2) is still limited to

existing categories, since it acts to find target items to rep-

resent S . Hence, we add target items into the client list such

that target items can also be served. Let dttij be the cost of

target item xt
i served by xt

j . We quantify dttij as

dttij = ‖Fθ(x
t
i)−Fθ(x

t
j)‖2 (3)

We can then rewrite the problem as

min
{zst

ij
},{ztt

ij
}

m
∑

i=1

n
∑

j=1

zstij d
st
ij +

n
∑

i=1

n
∑

j=1

zttijd
tt
ij + λLopen

subject to

n
∑

j=1

zstij = 1, ∀i;

n
∑

j=1

zttij = 1, ∀i

(4)

Here the opening cost is

Lopen =

n
∑

j=1

I(‖

[

z
st
·j

z
tt
·j

]

‖p) (5)

where z
tt
·j = [ztt1j , . . . , z

tt
nj ]

T . The set of representatives can

be derived as Z = {xt
j ∈ T | [z

st
·j , z

tt
·j ]

T 6= 0}.

Note that the opening loss is actually the cardinality of

the selected subset, i.e., Lopen = |Z|. In many applications,

the desired number of representatives K could be given

in advance. Then the objective of representative selection

will turn into minimize the serving cost within the budget.

Hence, the problem can be alternatively formulated as

min
{zst

ij
},{ztt

ij
}

m
∑

i=1

n
∑

j=1

zstij d
st
ij +

n
∑

i=1

n
∑

j=1

zttijd
tt
ij

s.t.

n
∑

j=1

zstij = 1, ∀i;

n
∑

j=1

zttij = 1, ∀i;Lopen = K

(6)

3.3. Joint Representative Selection and Feature
Learning

3.3.1 Representative Selection

Initially, we reformulate representative selection as problem

(6). Although our primary objective is to find {zttij}, the op-

timization of {zstij } actually benefits the representative se-

lection for the target data. On one hand, source items can

provide prior knowledge about known categories. On the

other hand, labels can be transferred from the source to the

target based on {zstij }. However, problem (6) does not fully

exploit the given source labels. Here we incorporate the

source labels into the objective function. As we will show in

the experiments, the label information can further improve

the selection. Suppose the source set S consists of c cate-

gories. We first partition S into c groups based on their cate-

gories, i.e., S = {Ck}
c
k=1

, where Ck = {xs
i ∈ S | y

s
i = k}.

Then we find one target item to represent one entire source

group. Let dctkj be the cost of group Ck served by xt
j . We

can compute dctkj by

dctkj =
∑

i∈Ck

dstij =
∑

i∈Ck

‖Fθ(x
s
i )−Fθ(x

t
j)‖2 (7)

Let zctkj ∈ {0, 1} be the association between Ck and xt
j ,

where zctkj = 1 if group Ck is represented by xt
j and zctkj = 0

otherwise. Notice that different source groups are in dif-

ferent categories. Basically, no target item can represent

two source categories. To avoid this, we add a constraint
∑c

k=1
zctkj ≤ 1, such that each representative can only rep-

resent at most one source group. It is to be noted that this

constraint plays a crucial role in the feature learning process

(in Section 3.3.2). If two source groups are allowed to be

represented by one representative, the feature learning will

treat them as one category and then mix them up. Then we

can rewrite the problem as

min
{zct

kj
},{ztt

ij
}

c
∑

k=1

n
∑

j=1

zctkjd
ct
kj +

n
∑

i=1

n
∑

j=1

zttijd
tt
ij

subject to

n
∑

j=1

zctkj = 1, ∀k;

n
∑

j=1

zttij = 1, ∀i;

c
∑

k=1

zctkj ≤ 1, ∀j;Lopen = K,

(8)
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Figure 2. Illustration of the discriminative term. (a) Center points.

(b) Discriminative term. (c) Discriminative points. (d) Updated

feature. Representatives are highlighted by the red circles. Com-

pared with the representatives in (a), the representatives in (c) are

more likely to differentiate two categories, and the neighbors of

representatives are more likely to be in the same category.

The opening cost is

Lopen =
n
∑

j=1

I(‖

[

z
ct
·j

z
tt
·j

]

‖p) (9)

where z
ct
·j = [zct1j , . . . , z

ct
cj ]

T .

In general, facility location formulation tends to select

center items in the clusters. However, cluster centers are

not the best choice when items of two categories are mixed

up. Compared with center points, there are two advantages

to select discriminative points as representatives (as shown

in Figure 2(a) and 2(c)). First, the discriminative points

are more likely to differentiate two categories. Second, the

neighbors of discriminative points are more likely to belong

to the same category. As we will show in section 3.3.2, it is

crucial for the neighbors to be in the same category as the

representative, since we will use them to update the feature

representation.

In order to promote the discriminative points when clus-

ters are not well separated, we include a discriminative

term. To give an intuitive understanding, we illustrate how

it works in Figure 2(b). Specifically, let φtt
ij ∈ {0, 1} be a

binary indicator, where φtt
ij = 1 if xt

j is the second near-

est representative of xt
i and φtt

ij = 0 otherwise. For a target

item xt
i, the distance to its second nearest representative can

be expressed as
∑

j φ
tt
ijd

tt
ij . We expect this distance can be

greater than a margin ∆. Otherwise, there will be a penalty.

Likewise, let φct
kj ∈ {0, 1} indicate if xt

j is the second near-

est representative of Ck. Our designed discriminative term

for the target data and source data can be written as

n
∑

i=1

[∆−

n
∑

j=1

φtt
ijd

tt
ij ]+ =

n
∑

i=1

n
∑

j=1

φtt
ij [∆− dttij ]+

c
∑

k=1

[∆k −

n
∑

j=1

φct
kjd

ct
kj ]+ =

c
∑

k=1

n
∑

j=1

φct
kj [∆k − dctkj ]+

(10)

where ∆k = |Ck|∆ and [·]+ is the hinge function. Then our

final formulation with the discriminative terms becomes

min
{zct

kj
},{ztt

ij
}

c
∑

k=1

n
∑

j=1

(zctkjd
ct
kj + φct

kj [∆k − dctkj ]+)

+

n
∑

i=1

n
∑

j=1

(zttijd
tt
ij + φtt

ij [∆− dttij ]+)

subject to

n
∑

j=1

zctkj = 1, ∀k;

n
∑

j=1

zttij = 1, ∀i;

c
∑

k=1

zctkj ≤ 1, ∀j;Lopen = K,

(11)

Basically, when clusters are mixed up, discriminative terms

penalize center points and promote discriminative points.

But if clusters are well separated, the discriminative terms

will be zero. Then problem (11) will degrade to problem

(8).

3.3.2 Discriminative Feature Learning

In previous sections, we fix θ to optimize the representative

selection. Here we will optimize the feature representation

Fθ(·) based on the built associations {zctkj} and {zttij}.
Most previous representative selection approaches apply

a two-stage strategy, i.e., first extract the feature of data

points and then find representatives. Before extracting the

feature, labeled source data can be used to fine-tune θ for

better representation. However, this two-stage strategy is

not optimal since the feature learning process is indepen-

dent of the target data which may consist of novel cate-

gories.

To take the target data into consideration, we devise a

framework which can alternately find representatives and

optimize the representation. By doing this, we can utilize

target items to update the representation, including items of

novel categories.

We optimize the feature representation by minimizing

the triplet loss [31]. Specifically, we reduce the intra-class

distances and enlarge the inter-class distances (see Figure

2(d)) so that better {zttij} can be found in the next selection.

Suppose {(xa
i , x

p
i , x

n
i )} is a set of training triplets. We up-

date θ by minimizing

∑

i

[

∆+ ‖Fθ(x
a
i )−Fθ(x

p
i )‖2 − ‖Fθ(x

a
i )−Fθ(x

n
i )‖2

]

+

(12)

The key step is how to construct training triplets. Specif-

ically, the training set consists of three parts. The first part

is based on S by using their labels. We use the same tech-

niques as [31] to create training triplets.

The second part is constructed based on {zctkj} and {φct
kj}

For each source item, we see it as the anchor xa
i and see

its assigned representative as the positive xp
i . Because the
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