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This supplementary material provides contents omitted
in the main paper due to space limitation. Section 1 de-
scribes the centroid detection algorithm (Section 5.1 of the
main paper) in more detail, and Section 2 introduces the in-
stance and semantic segmentation models trained with our
synthetic labels for the final evaluation. Additional qualita-
tive results are then presented in Section 3.

1. Details of the Centroid Detection Algorithm

As discussed in Section 5.1 of the main paper, a small
group of neighboring pixels, instead of a single coordinate,
are considered as a centroid in practice. To this end, we
first identify pixels whose displacement vectors in D have
magnitudes smaller than a certain threshold, and consider
them as candidate centroids. Specifically, the set of candi-
date centroids are defined as:

C =
{
x | ‖D(x)‖2 < 2.5

}
= Ĉ1 ∪ Ĉ2 ∪ · · · ∪ ĈK , (1)

where Ĉi is a connected component of pixels in C and K is
the number of connected components. Then a class-agnostic
instance map I is obtained by assigning each pixel a con-
nected component index in the following manner:

I(x) = k, if
(
x+D(x)

)
∈ Ĉk, ∀x. (2)

2. Details of Our Segmentation Networks

As our framework aims to generate synthetic labels for
instance and semantic segmentation, we evaluated the effi-
cacy of our framework by learning fully supervised mod-
els for the two tasks with our synthetic labels. Specifically,
we adopt Mask R-CNN [5] for instance segmentation and
DeepLab v2 [1] for semantic segmentation. Both of them
are first pretrained on ImageNet [2] then finetuned with the
synthetic labels instead of groundtruth segmentation masks.
The rest of this section describes details of the two models.
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2.1. Mask R-CNN for instance Segmentation

We use Detectron [4], which is the official implementa-
tion of [5], to implement Mask R-CNN [5] with ResNet-
50-FPN [8] as its backbone. We directly adopt the default
training setting given in the provided source code, except
the number of training steps that is adjusted for better adap-
tation to the PASCAL VOC 2012 dataset [3].

2.2. DeepLab v2 for Semantic Segmentation

We manually implement DeepLab v2 [1] in PyTorch [9].
Its architecture consists of ResNet-50 [6] followed by an
atrous spatial pyramid pooling module [1]. The training set-
ting of ours is identical to that of the original model. We
also employ the ensemble of multi-scale prediction during
evaluation. Specifically, a single input image is converted
to a set of 8 images through resizing with 4 different scales
{0.5, 1.0, 1.5, 2.0} and horizontal flip, and fed into the seg-
mentation network so that the 8 outputs are aggregated by
pixel-wise average pooling.

We also reproduce the performance of the fully super-
vised DeepLab v2, which is the upperbound our segmen-
tation model can achieve. Note that, as summarized in Ta-
ble 4 of the main paper, upperbound we measured is lower
than the performance reported in the original paper [1] as
we did not tune the parameters of dense CRF [7] carefully.
Thanks to the accurate segmentation labels synthesized in
our framework, the DeepLab trained with our synthetic la-
bels achieves 89.4% of its fully supervised one on the PAS-
CAL VOC 2012 test set.

3. More Qualitative Results of Our Approach

In this section, we provide additional qualitative results
of our framework on the PASCAL VOC dataset. Although
IRNet is trained with image-level supervision only, it suc-
cessfully finds accurate class boundary and displacement
field to instance centroids which are not directly available
in CAMs, and synthesizes accurate instance segmentation
masks from CAMs incorporating those two additional in-
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formation as illustrated in Figure 1.
Figure 2 and Figure 3 show additional instance segmen-

tation and semantic segmentation results of our models, re-
spectively. Thanks to synthetic labels that are able to dif-
ferentiate attached instances, our models not only find fine
object shape, but also detect independent instances that are
adjacent and of the same class.
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Figure 1. Qualitative results of our instance segmentation model on the PASCAL VOC 2012 train set.



Figure 2. Qualitative results of our instance segmentation model on the PASCAL VOC 2012 val set.



Input Image Ground-truth Ours Input Image Ground-truth Ours

Figure 3. Qualitative results of our semantic segmentation model on the PASCAL VOC 2012 val set.


