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Abstract

We provide in this supplementary materials some addi-
tional visualization results and discuss what seems to be the
strengths and weakness of our method based on those exam-
ples.

1. Visualization results

We report in Figure |1 some additional visualization of
our method results where our model produces reasonably
good heatmaps. Our model does a fairly good job at distin-
guishing the main focus of the image from the context scene
(grass and beach) of objects (net and bridge).

Then, in Figure 2 we give an example of a complex sen-
tence with multiple queries of a cluttered scene and the cor-
responding heatmaps. Even if the model (based on VGG16)
operates on a feature map of just 18 x 18, it is able to
properly distinguish the different elements of that cluttered
scene.

Finally, in Figure 3 we show some localization failure
examples. The first two rows show failures to detect in-
struments, more precisely a guitar in these examples, which
seems to be one type of objects our model struggles to prop-
erly localize. The last two rows show failures for the word
“dock”, which our weakly supervised model seem not able
to distinguish from the water nearby. Our assumption, at
that time, is that these words co-occur often in the training
set with other words, i.e “guitar” with the word “man” and
“dock” with the word “water”. If one word almost always
co-appear in the training set with another concept, it can be
challenging in our weakly supervised setting for the model
to learn to distinguish these two co-occurring concepts.

A single tan-and-white dog dashes through tall green grass
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A small boy is climbing the net on a playground
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Figure 1. Some image-sentence pairs from Flickr30K, with two
queries (colored text) and corresponding heatmaps and selected
max value (stars).



Cyclists are focused straight ahead as they ride along a street with
onlookers watching from behind barricades

Figure 2. Some image-sentence pairs from Flickr30K, with two queries (colored text) and corresponding heatmaps and selected max value
(stars).

Figure 3. Image-sentence pairs from Flickr30K, with three queries
(colored text) and corresponding heatmaps and selected max value
(stars). In the first two rows the model fails to properly select the
guitar, in the last two rows the model fails to properly localize the
dock.



