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This document contains the supplementary material for
“Re-ranking via Metric Fusion for Object Retrieval and Per-
son Re-identification”. The proofs of two key statements
made in the main manuscript are given in Sec. 1. The addi-
tional performance evaluation and comparisons are given in
Sec. 2.

1. Proofs
Proposition 1. Eq. (19) converges to the closed-form solu-
tion in Eq. (14).

Proof. By executing the iteration for t times, ~A(t+1) can be
expanded as

~A(t+1) = (
S

Λ
)t ~A(1) +

γ

Λ

t−1∑
i=0

(
S

Λ
)i~I, (1)

where

S =

M∑
µ,ν=1

βµβν(Sµ ⊗ Sν). (2)

It is known that the spectral radius of both Sµ and Sν are
no larger than 1. According to the spectral property of Kro-
necker product, all the eigenvalues of Sµ ⊗ Sν are also in
[-1,1]. Hence, the spectral radius of S/Λ is bounded by

1

Λ
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1

Λ
=

1

γ + 1
< 1. (3)

Recall that γ > 0. Then, we have

lim
t→∞

(
S

Λ
)t = 0,

lim
t→∞

t−1∑
i=0

(
S

Λ
)i = (I− S

Λ
)−1.

(4)

As a result, we derive that

lim
t→∞

~A(t+1) =
γ

Λ
(I− S

Λ
)−1~I

=
γ

Λ
(I− 1

Λ

M∑
µ,ν=1

βµβνS
µ ⊗ Sν)−1~I,

(5)

which is equivalent to Eq. (14). The proof is complete.

Proposition 2. The minimization in Eq. (20) is equivalent
to the maximization in Eq. (21).

Recall that the objective function of Eq. (20) is

min
β

βTHβ + η‖β‖22, s.t. β ∈ ∆, (6)

and the objective function of Eq. (21) is

max
β

βTH̄β, s.t. β ∈ ∆, (7)

where H̄ = −H/2−HT/2− ηI + C and C ∈ RM×M is
a matrix with all its entries equal to the maximum element
of (H/2 + HT/2 + ηI).

Proof. To prove the equivalence, first we have the following
preliminary fact

βT H−HT

2
β ≡ 0. (8)

It holds, since (H/2−HT/2) is an antisymmetric matrix.
Then, we have

min
β

βTHβ + η‖β‖22

⇔min
β

βT H + HT

2
β + βT H−HT

2
β + η‖β‖22

⇔min
β

βT H + HT

2
β + η‖β‖22

⇔min
β

βT(H/2 + HT/2 + ηI)β

⇔max
β

βT(−H/2−HT/2− ηI)β.

(9)

As replicator equation [3] requires non-negative input, we
define C ∈ RM×M is a matrix with all its entries equal to
the maximum element of (H/2 + HT/2 + ηI). It is easy



Baselines NF TPF RED Ours

B1+B2+B3 3.900 3.854∼3.884 3.919 3.919
B1+B2+B4 3.822 3.626∼3.876 3.920 3.922
B1+B3+B4 3.865 3.626∼3.884 3.927 3.930
B2+B3+B4 3.893 3.629∼3.861 3.923 3.926
B1+B2+B3+B4 3.907 3.626∼3.884 3.938 3.938

Table 1. The performance comparison of different fusion methods
on the Ukbench dataset.

to see that βTCβ is a constant. Then, Eq. (9) is tranformed
into

max
β

βT(−H/2−HT/2− ηI + C)β

⇔max
β

βTH̄β,
(10)

which is equivalent to Eq. (21). The proof is complete.

2. Experiment on Ukbench
Ukbench dataset [2] is a classical and representative

benchmark for image retrieval, which is composed of
10, 200 images. The whole dataset has 2, 550 categories
with 4 images per category. Each image is used in turn as a
query. The performance is measured by the average recall
of the top-4 ranked images, referred as N-S score (maxi-
mum is 4).

In recent years, the performance on the Ukbench dataset
has gradually gotten saturated. Therefore, we do not include
the performance comparison in the main manuscript. As
can be drawn from Table 1, compared with RED [1], the
proposed UED achieves better performance in three settings
and the same performance in two settings.
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