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A. Proof
Theorem 1. Assume that the covariance matrix C is pos-
itive definite. Let λmax and λmin(> 0) be the largest and
smallest eigenvalues of C, respectively. Then, we have

Pz∼N (0,σ2C)

(
L(x̃∗ + z) < L(x̃∗)

)
≤ 4λmax‖x̃∗ − x‖2

σ2λ2minn
2

.

Proof. Assume that the eigenvalues of the covariance ma-
trix C are λ1, λ2, ..., λn. Let λmax and λmin be the largest
and smallest eigenvalues, respectively. If C is positive def-
inite, we have λmin > 0. Since the covariance matrix
C is a symmetric matrix, we can decompose C by eigen-
decomposition as

C = (AB) · (AB)T ,

where A is an orthogonal matrix and B is a diagonal matrix
whose i-th element bii =

√
λi.

We assume that z′ ∼ N (0, I), and z = σABz′ such
that z ∼ N (0, σ2C). We can then calculate the probability
as

Pz∼N (0,σ2C)

(
L(x̃∗ + z) < L(x̃∗)

)
≤Pz′∼N (0,I)

(
‖x̃∗ + σABz′ − x)‖ < ‖x̃∗ − x‖

)
=Pz′∼N (0,I)

(
(x̃∗ − x) · (σABz′) < −1

2
σ2‖ABz′‖2

)
≤Pz′∼N (0,I)

(
(x̃∗ − x) · (ABz′) < −1

2
σλmin‖z′‖2

)
.

According to the law of large number [9], we have

‖z′‖2 a.s.−→ n when n→∞.

We then calculate the mean and variance of the random vari-
able y = (x̃∗ − x) · (ABz′)

E(y) = E
[
(x̃∗ − x) · (ABz′)

]
= 0.

∗Corresponding author.

Var(y) =

∫
z′∼N (0,I)

|(x̃∗ − x) · (ABz′)|2dz′

≤ λmax
∫
z′∼N (0,I)

|(x̃∗ − x) · z′|2dz′

= λmax‖x̃∗ − x‖2.
Finally, according to the Chebyshev’s inequality [5], we
have

Pz∼N (0,σ2C)

(
L(x̃∗ + z) < L(x̃∗)

)
≤Pz′∼N (0,I)

(
(x̃∗ − x) · (ABz′) < −1

2
σλmin‖z′‖2

)
=Pz′∼N (0,I)

(
y < −1

2
σλminn

)
≤Pz′∼N (0,I)

(
|y| > 1

2
σλminn

)
≤ Var(y)

( 12σλminn)
2

≤4λmax‖x̃∗ − x‖2

σ2λ2minn
2

.

B. Results on MegeFace
We supplement the results on the MegaFace dataset [7].

We attack SphereFace [8], CosFace [13], and ArcFace [3]
by Boundary [1], Optimization [2], NES-LO [6], and the
proposed Evolutionary for face verification and identifica-
tion, respectively. We show the distortion curves over the
number of queries in Fig. 7 for face verification, and Fig. 8
for face identification, respectively. We also report the dis-
tortion values of different methods at 1,000, 5,000, 10,000,
and 100,000 queries in Table 5 for face verification, and
Table 6 for face identification, respectively. The proposed
method outperforms the other methods in all settings on the
MegaFace dataset. The results are consistent with those
based on the LFW dataset.



Model SphereFace [8] CosFace [13] ArcFace [3]
Queries 1,000 5,000 10,000 100,000 1,000 5,000 10,000 100,000 1,000 5,000 10,000 100,000

Dodging

Boundary [1] 2.5e-2 8.8e-3 8.3e-4 2.4e-5 2.0e-2 7.2e-3 9.0e-4 1.9e-5 2.5e-2 1.7e-2 1.6e-3 2.5e-5
Optimization [2] 1.3e-2 2.9e-3 1.4e-3 8.9e-5 1.1e-2 3.0e-3 1.4e-3 8.7e-5 1.7e-2 5.3e-3 2.4e-3 1.0e-4

NES-LO [6] 1.5e-1 4.2e-2 2.7e-2 6.9e-3 1.4e-1 3.8e-2 2.3e-2 6.5e-3 1.4e-1 4.2e-2 2.7e-2 1.8e-2
Evolutionary 1.7e-3 1.0e-4 4.1e-5 1.6e-5 1.7e-3 1.0e-4 3.9e-5 1.3e-5 2.6e-3 1.6e-4 5.4e-5 1.8e-5

Impersonation

Boundary [1] 1.8e-2 8.4e-3 7.9e-4 2.3e-5 1.1e-2 3.9e-3 3.6e-4 1.1e-5 1.7e-2 9.9e-3 1.5e-3 2.2e-5
Optimization [2] 1.4e-2 4.6e-3 1.9e-3 8.5e-5 7.7e-3 2.3e-3 8.9e-4 4.0e-5 1.4e-2 6.7e-3 3.5e-3 9.6e-5

NES-LO [6] 9.2e-2 3.0e-2 2.1e-2 7.7e-3 7.9e-2 2.2e-2 1.4e-2 4.7e-3 7.9e-2 2.9e-2 1.9e-2 9.3e-3
Evolutionary 1.5e-3 9.5e-5 3.9e-5 1.6e-5 8.2e-4 4.9e-5 2.0e-5 7.6e-6 2.7e-3 1.6e-4 4.9e-5 1.6e-5

Table 5. The results on face verification conducted on the MegaFace dataset. We report the average distortion (MSE) of the adversarial
images generated by different methods for SphereFace, CosFace, and ArcFace given 1,000, 5,000, 10,000, and 100,000 queries.

Model SphereFace [8] CosFace [13] ArcFace [3]
Queries 1,000 5,000 10,000 100,000 1,000 5,000 10,000 100,000 1,000 5,000 10,000 100,000

Dodging

Boundary [1] 3.9e-2 1.1e-2 1.0e-3 2.7e-5 2.8e-2 7.6e-3 7.9e-4 1.9e-5 3.8e-2 2.4e-2 2.3e-3 3.5e-5
Optimization [2] 2.0e-2 4.2e-3 1.7e-3 9.4e-5 1.4e-2 3.0e-3 1.3e-3 6.9e-5 2.6e-2 8.0e-3 3.6e-3 1.4e-4

NES-LO [6] 1.5e-1 5.3e-2 3.7e-2 9.3e-3 1.4e-1 4.7e-2 3.3e-2 7.7e-3 1.4e-1 5.5e-2 4.1e-2 1.7e-2
Evolutionary 2.3e-3 1.3e-4 4.8e-5 1.8e-5 1.7e-3 9.3e-5 3.5e-5 1.2e-5 3.6e-3 1.9e-4 6.7e-5 2.2e-5

Impersonation

Boundary [1] 2.4e-2 1.1e-2 1.5e-3 3.8e-5 2.0e-2 7.1e-3 1.0e-3 2.5e-5 2.0e-2 1.3e-2 2.4e-3 4.6e-5
Optimization [2] 1.7e-2 6.1e-3 2.9e-3 1.5e-4 1.4e-2 4.7e-3 2.1e-3 1.1e-4 1.6e-2 8.4e-3 4.5e-3 2.3e-4

NES-LO [6] 8.8e-2 3.6e-2 2.6e-2 1.0e-2 7.5e-2 3.2e-2 2.3e-2 8.2e-3 7.5e-2 3.3e-2 2.4e-2 1.2e-2
Evolutionary 2.4e-3 1.7e-4 6.7e-5 2.6e-5 1.8e-3 1.3e-4 5.0e-5 1.7e-5 3.4e-3 2.7e-4 1.0e-4 3.2e-5

Table 6. The results on face identification conducted on the MegaFace dataset. We report the average distortion (MSE) of the adversarial
images generated by different methods for SphereFace, CosFace, and ArcFace given 1,000, 5,000, 10,000, and 100,000 queries.
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Figure 7. The results on face verification conducted on the
MegaFace dataset. We show the curves of the average distor-
tion (MSE) of the adversarial images generated by different attack
methods for SphereFace, CosFace, and ArcFace over the number
of queries.
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Figure 8. The results on face identification conducted on the
MegaFace dataset. We show the curves of the average distor-
tion (MSE) of the adversarial images generated by different attack
methods for SphereFace, CosFace, and ArcFace over the number
of queries.
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Figure 9. The results of untargeted and targeted attacks on the ImageNet dataset. We show the curves of the average distortion (MSE) of
the adversarial images generated by different attack methods for the Inception v3 and ResNet 50 networks over the number of queries.

Model Inception v3 [12] ResNet 50 [4]
Queries 1,000 5,000 10,000 100,000 1,000 5,000 10,000 100,000

Untargeted

Boundary [1] 4.0e-2 1.8e-2 4.2e-3 1.9e-5 4.1e-2 2.1e-2 4.6e-3 3.2e-5
Optimization [2] 2.8e-2 1.2e-2 7.3e-3 3.2e-4 2.9e-2 1.3e-2 7.7e-3 3.8e-4

NES-LO [6] 1.5e-1 6.2e-2 4.7e-2 1.8e-2 1.5e-1 5.9e-2 4.4e-2 1.9e-2
Evolutionary 5.3e-3 4.2e-4 1.0e-4 4.5e-6 6.6e-3 6.3e-4 1.8e-4 7.4e-6

Targeted

Boundary [1] 3.7e-2 2.2e-2 1.0e-2 1.8e-4 3.9e-2 2.5e-2 1.3e-2 2.3e-4
Optimization [2] 3.4e-2 2.3e-2 1.8e-2 2.7e-3 3.6e-2 2.5e-2 2.0e-2 4.6e-3

NES-LO [6] 1.3e-1 6.6e-2 5.2e-2 2.4e-2 1.3e-1 6.7e-2 5.4e-2 2.7e-2
Evolutionary 1.4e-2 2.7e-3 9.9e-4 9.0e-6 1.6e-2 3.2e-3 1.1e-3 2.7e-5

Table 7. The results of untargeted and targeted attacks on the ImageNet dataset. We report the average distortion (MSE) of the adversarial
images generated by different methods for the Inception v3 and ResNet 50 networks given 1,000, 5,000, 10,000, and 100,000 queries.

C. Results on ImageNet
It should be noted that the proposed evolutionary attack

method is not restricted to attacking face recognition mod-
els. It could be used to perform decision-based black-box
attacks for any image classification tasks. In this section,
we conduct additional experiments to demonstrate the ef-
fectiveness of the evolutionary attack method in the general
object recognition task based on the ImageNet [11] dataset.
We use the Inception v3 [12] and ResNet 50 [4] networks in
our experiments. We choose 100 images from the ImageNet
validation set, which are correctly classified by these two
models. We perform untargeted attack and targeted attack
against each model by Boundary, Optimization, NES-LO,
and Evolutionary in the decision-based black-box setting.
We show the results in Fig. 9 and Table 7. The experimen-
tal results consistently demonstrate the effectiveness of the
proposed method.

D. Experiments Requested by the Reviewers
We provide the experimental results requested by the re-

viewers during the review process.

D.1. Standard Deviation of the Distortion

We provide the mean, standard deviation, and maximum
of the distortion (MSE) over the 500 pairs of images of
LFW in Table 8. The results are based on our method for

face verification given 100,000 queries. Some adversarial
images have larger distortions. But the maximum distor-
tions are smaller than 1.1e−4, which is almost impercepti-
ble for humans (see the examples in Fig. 4).

D.2. A different Initial Image for Impersonation
Attacks

In impersonation attacks, we use the original target im-
age (enrollment image) as the initialization. We agree that
using a different image of the target identity is more prac-
tical than using the enrollment image. However, when we
are given an image of the target identity, our method could
be always used to find a minimum perturbation, no matter
whether the initial image is the enrollment image or a dif-
ferent image. To verify this, we use a different image of
the target identity as the initial image to perform imperson-
ation attacks on face verification. The average distortions
after 100,000 queries are 1.1e−5, 4.7e−6, and 1.1e−5 for
the three models, which are very similar to 1.2e−5, 5.3e−6,
and 1.2e−5 shown in Table 1, where the initial image is the
enrollment image.

D.3. Compared with White-box Attacks

We attack the CosFace model by the white-box attack
method PGD [10] for face verification. For each pair of
face images, we find a minimum perturbation that leads to
misclassification by binary search. The average distortions



SphereFace CosFace ArcFace
mean std max mean std max mean std max

Dodging 1.3e-5 1.2e-5 9.4e-5 1.1e-5 9.4e-6 5.2e-5 1.6e-5 1.2e-5 7.2e-5
Impersonation 1.2e-5 8.1e-6 6.2e-5 5.3e-6 4.3e-6 2.4e-5 1.2e-5 9.2e-6 1.1e-4

Table 8. The mean, standard deviation, and maximum of the distortion (MSE) over the 500 pairs of images based on the LFW dataset.

over the 500 pairs are 1.7e−5 for dodging attack, and 8.0e−6

for impersonation attack, which are larger than the average
distortions given by our method (1.1e−5 and 5.3e−6 shown
in Table 1).
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