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1. Experimental Validation

We report the mIoU vs. the number of clicks (see Fig. 1)
against other methods reported in the literature [6, 3]. In the
initial stages of interaction on PASCAL VOC 2012 val set,
our network outperforms the current state-of-the-art ITIS
(as can be seen from Fig. 1).
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Figure 1: mIoU vs number of clicks on the (a) Pascal VOC
2012 val set [1] and (b) GrabCut dataset [5].

2. Qualitative Results
Zero Clicks We show via some qualitative examples,
the benefits of having the guidance dropout. In several
instances, our network is able to produce high quality
masks without any user guidance (as shown in Fig. 2).

Multiple Clicks In Fig. 3, we show some examples where
undesired objects and background was removed with only a
few clicks resulting in a suitable object mask.

Failure Cases We show some examples from PASCAL
VOC 2012 val set, where our network is unable to gener-
ate object masks with ≥ 85% mIoU and exhausts the 20
click budget (see Fig. 4). These failure cases are represen-
tative of the problems faced by CNNs while segmenting ob-
jects from images such as, small objects [4], occlusion [2],
motion blur and objects with very fine structures. In gen-
eral, we observed that our network had difficulty in han-
dling three object classes from PASCAL VOC 2012 - chair,
bicycle and potted plant. This stems from the inability of
CNNs to produce very fine segmentations, most likely due
to the loss of resolution from downsampling in the encoder.
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Figure 2: Zero Clicks. Examples of high-quality object masks generated without any user guidance. Generated object
boundaries are shown in green (Best viewed in color).



Figure 3: Multi Clicks. With a few clicks, background and undesired objects were removed from the final prediction mask.
Green dots indicate positive click, red dots indicate negative click. Ground truth object boundaries are shown in cyan and
predicted object boundaries are shown in green (Best viewed in color).



Figure 4: Failure Cases. Examples of failure cases. Ground truth object boundaries are shown in cyan. Generated object
boundaries from the predicted mask are shown in green. In the dog example, the network has difficulty distinguishing the fur
from the background. For the car example, it is either too small (1st row, 2nd column) or too occluded (2nd row, 1st column).
For the bicycle, chair and potted plant example, the error in prediction is due to the inability of the network in handling very
fine structures. (Best viewed in color).


