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1. Bidirectional TreeLSTM
In this section, we will introduce the details of the bidi-

rectional TreeLSTM applied to encode the object-level vi-

sual contexts. For the bottom-up direction, we employ

N -ary TreeLSTM [2] for binary trees, i.e., VCTREEs and

Overlap Trees, and the normalized Child-Sum [2] TreeL-

STM for Multi-Branch Trees. For the top-down direction,

since each node only has one parent, TreeLSTM is similar

to the traditional LSTM [1].

1.1. N-ary TreeLSTM for Binary Trees

According to the definition of N -ary TreeLSTM [2], it

can be applied to the tree structures with at most N or-

dered branches for each node. In our work, we adopt binary

TreeLSTM as our bottom-up TreeLSTM for the proposed

binary tree structures, i.e., VCTREEs and Overlap Trees. It

can be formulated as follows:
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where zt ∈ R
d is the input feature for node t;
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notes sigmoid function; tanh denotes tanh activation func-

tion; � means element-wise product. Note that we slightly

abuse the subscripts l, r of
�

cl,
�

cr,
�

hl,
�

hr to denote hidden

states and memory cells from the left-child and right-child

of node t. The hidden states and memory cells of the miss-

ing branches will be filled with zero vectors.

1.2. Child-Sum TreeLSTM for Multi-Branch Trees

The Child-Sum TreeLSTM [2] is able to deal with the

tree structure where each node has arbitrary number of chil-

dren. Therefore, we adopt it as the bottom-up TreeLSTM

of the context encoder for the Multi-Branch Trees in the

ablation studies. For each node t of a Multi-Branch Tree,

we define C(t) as the set of its children. Compared with the

original paper [2], we replace the Child-Sum with the Child-

Mean in our implementation for better normalization, then

it is formulated as:
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where
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ht,
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h are the hidden states;
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are memory cells; W (i),W (f),W (o),W (u) ∈ R
h×d and

U (i),U (f),U (o),U (u) ∈ R
h×h are learnable matrices;

b(i), b(f), b(o), b(u) ∈ R
h are vectors; |C(t)| is the num-

ber of children for node t;
�

hmean denotes the mean hidden

state of all the children of node t.



Scene Graph Generation Scene Graph Classification Predicate Classification

Model mR@20 mR@50 mR@100 mR@20 mR@50 mR@100 mR@20 mR@50 mR@100

MOTIFS [3] 4.2 5.7 6.6 6.3 7.7 8.2 10.8 14.0 15.3

FREQ [3] 4.5 6.1 7.1 5.1 7.2 8.5 8.3 13.0 16.0

Chain 4.6 6.3 7.2 6.3 7.9 8.8 11.0 14.4 16.6

Overlap 4.8 6.5 7.5 7.2 9.0 9.3 12.5 16.1 17.4

Multi-Branch 4.7 6.5 7.4 6.9 8.6 9.2 11.9 15.5 16.9

VCTREE-SL 5.0 6.7 7.7 8.0 9.8 10.5 13.4 17.0 18.5

VCTREE-HL 5.2 6.9 8.0 8.2 10.1 10.8 14.0 17.9 19.4
Table 1. Mean recall (%) of various methods across all the 50 predicate categories. MOTIFS [3] and FREQ [3] are using the same

Faster-RCNN detector as ours.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MOTIFS VCTree-HL

Figure 1. Recall@100 of MOTIFS [3] and the proposed VCTREE-HL under PredCls for each Top-35 category ranking by frequency.

1.3. Top-Down TreeLSTM

We use the traditional LSTM [1] as the top-down TreeL-

STM for all the VCTREEs, Overlap Trees, and Multi-

Branch Trees, because each node only has at most one par-

ent. The only difference with the traditional LSTM is that

our structures are trees rather than chains, the previous hid-

den state is from the parent of node t.
For the proposed VCTREE, we assigned different learn-

able matrices for the hidden states from the left-branch par-

ents and right-branch parents. However, the result didn’t

show significant improvements in the end-tasks, so we em-

ploy traditional LSTM as our top-down LSTM for effi-

ciency.

2. Quantitative Analysis
2.1. Mean Recall for Scene Graph

We also report more detailed results of the proposed

Mean Recall (mR@K) in Table 1. The proposed VC-

TREE-HL shows best performance among all the ablative

structures. Note that MOTIFS [3] has lower mR@100 than

FREQ [3] baseline in SGCls and PredCls, which means that

MOTIFS is even worse at predicting infrequent predicate

categories. However, its mR@20 and mR@50 are higher

than FREQ in SGCls and PredCls, which indicates that MO-

TIFS better separates the foreground relationships from the

background ones than FREQ.

2.2. Predicate Recall Analysis

To better visualize the improvement of the proposed VC-

TREE-HL on infrequent predicate categories, we rank all

the predicate categories by frequency, and show the Pred-

Cls Recall@100 of MOTIFS [3] and VCTREE-HL for each

top-35 category independently in Figure 1. We can observe

significant improvements on those less frequent but more

semantically meaningful predicates.

3. Qualitative Analysis
3.1. Scene Graph Generation

We further investigated more misclassified results of the

proposed VCTREE-HL. The corresponding tree structures

and the generated scene graphs are reported in Figure 2. We

observed 3 types of interesting misclassifications: 1) In the

image (a) of Figure 2, the proposed VCTREE-HL predicts

more appropriate predicates “in front of” and “behind” than



original “near”. 2) In the image (b) and (d), the ground truth

“man in snow” and “window near building” are improper,

while our method shows more appropriate predicates. 3) In

the image (c) and (d), the objects isolated from the Scene

Graph (only considering R@20 predicates) are easier to be

misclassified.

3.2. Visual Question Answering

More constructed VCTREEs for VQA2.0 are visualized

in Figure 3. The dynamic tree structures are subject to dif-

ferent questions, which allow the objects in an image to

incorporate the different contextual cues according to each

question. The proposed VCTREE also helps us understand

how the model predicts the answer of the question given

the image, e.g., in image (a) of Figure 3, given the question

“does this dog have a collar?”, we find that our model first

focuses on the collar-like object rather than the dog; in im-

age (b) of Figure 3, given the question “what sport is being

played?”, we find that our model focuses on the sportsman

rather than playground to answer this question.
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Figure 2. The learned tree structures and generated scene graphs in VG. We selectively report the predicates from R@20 and all the ground-

truth predicates. Black color indicates correctly detected objects or predicates; red indicates the misclassified ones; blue indicates correct

predictions that not labeled as ground-truth.



Q: Does this dog have a collar?

A: No

Q: Where is the dog laying?

A: Sidewalk

(a)

Q: What sport is being played?

A: Baseball

Q: Is the catcher wearing safety gear?

A: Yes

(b)

Q: What color is the bedspread?

A: White

Q: How many sources of light are there?

A: 1

(c)
Figure 3. The dynamic and interpretable tree structures that subject to different questions, which allow the objects in an image incorporate

different contextual cues according to each question.


