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Appendix A. Ablations

A.1. Removing Skip-Cycles

Removing the skip-cycle loss – i.e. keeping only the
long tracking cycle loss and dense similarity loss – results
in worse performance when applying the representations to
the DAVIS-2017 dataset. This suggests the skip-cycle loss
is useful in cases of occlusion or drift, and provides supple-
mentary training data (c.f. Table 1).

Experiment J (Mean) F (Mean)
Ours 41.9 39.4
Ours without Skip Cycles 39.5 37.9

Table 1: Removing Skip Cycles, test on DAVIS.

A.2. Effect of k in k-NN Label Propagation

We vary the number of nearest neighbors used in voting
for label propagation, finding that aggregating fewer nearest
neighbors improves performance (c.f. Table 2).

Experiment J (Mean) F (Mean)
Ours (5-NN) 41.9 39.4
Ours (20-NN) 40.8 38.5
Ours (10-NN) 41.5 39.1
Ours (1-NN) 41.0 38.9

Table 2: Effect of k in k-NN Label Propagation, test on DAVIS.

A.3. Training with the Kinetics Dataset

Besides the VLOG dataset, we have also trained our
model on the Kinetics Dataset, which contains around 230K
training videos (with 10s per video). Compared to the
VLOG dataset, the Kinetics dataset contains more videos
under less environment constraints: There are videos with
both indoor and outdoor scenes; some videos also have
large camera motion. After applying the learned represen-
tation for label propagation on DAVIS, we observe similar
performance by training with VLOG and Kinetics datasets
(c.f. Table 3).

*Equal contribution.

Experiment J (Mean) F (Mean)
Ours (VLOG) 41.9 39.4
Ours (Kinetics) 42.5 39.2

Table 3: Train with VLOG / Kinetics, test on DAVIS.

A.4. Fine-tuning on the Test Domain

We emphasize that our method learns features that gen-
eralize even without fine-tuning. Here we study the effect
of fine-tuning on the DAVIS training set before testing. We
find this does not improve test set performance significantly
(c.f. Table 4). There is a risk of overfitting since datasets
like DAVIS are so small; this is part of the reason why un-
supervised methods are desirable.

Experiment J (Mean) F (Mean)
Ours (ResNet-50) 41.9 39.4
Fine-tune 42.0 39.1

Table 4: Finetuning on DAVIS train before test.

Appendix B. Capacity of T
As mentioned in Section 3.2.2, the tracking operation T

is deliberately constrained in capacity in order to maximize
the representational responsibility of φ. In our implemen-
tation, the only parameters learned by T are those of the
localizer g, which processes the affinity tensor A to esti-
mate the localization parameters. The affinityA (R900×100)
is first reshaped to a tensor with dimension R900×10×10 as
the input for g. The localizer g is a small ConvNet with
two convolutional layers (3× 3 kernels with 512 channels)
and one fully connected layer. The output of the ConvNet
is a 3-dimension vector corresponding to 2D translation and
rotation.

Appendix C. Correspondence Visualization
In Fig. 1 we visualize the correspondences (top-1 near-

est neighbor) between regions with large movement in con-
secutive frames, comparing our features to ImageNet pre-
trained features. Our method produces more detailed cor-
respondence. However, for certain object-level tasks (e.g.
DAVIS), high-level semantics (captured by ImageNet) are
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more useful than good correspondences, which explains the
difference in performance.
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Figure 1: Visualizations of correspondence.


