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A. Additional Quantitative Results

In this section, we provide additional quantitative results
for point clouds attacks from adversarial clusters, adversar-
ial objects, adversarial point perturbation, and independent
points adding.
Adversarial Clusters and Adversarial Object under
Three Attack Cases. Table 1 and Table 2 report our attacks
under three cases: best case, average case and worst case
for adversarial cluster attack and adversarial object attack
respectively. We report (victim,target) pairs with the least
distance losses among all 100% successfully attacked pairs
as the best cases. We report the (victim, target) pairs with
the smallest success rates as the worst cases. It is obvious
that constraining the attack to only one cluster significantly
increases the attack difficulty.
Adversarial Point Perturbation. To better understand the
attack performance of point shifting in adversarial point per-
turbation, we plot the distribution of perturbation magni-
tude (L2 norm) for each point in Figure 1. It is obvious
that for all three cases, most points (80%) are barely shifted
(less than 0.005 compared to the object scale of 1.0), and
the shifting distances for most shifted point are within 0.03,
which is negligible comparing with the size of a unit ball.
Adversarial Independent Points. To help further under-
stand the characteristics of Hausdorff and Chamfer con-
straints and explain why we include Hausdorff distance de-
spite of its “poor” quantitative performance, we plot the
distribution of distances from each point to the object sur-
face in Figure 2. As expected, the number or percentage of
points with non-trivial distance under Hausdorff optimiza-
tion is larger than that under Chamfer optimization. How-
ever, it should be noticed that the largest distance of the
Hausdorff case (0.18) is much smaller than that of Cham-
fer (0.42). This difference suggests that added points with
Hausdorff constraint are likely to have fewer outliers, and
thus less noticeable compared with those added based on
Chamfer constraint. This result justifies our proposal to in-
clude Hausdorff distance as a perturbation metric D.

Figure 1: CDF of point shifting distance for adversarial
point perturbation.

Figure 2: Distributions for distance of nearest point pairs in
independent point adding attack.

B. Additional Visualization Results
Besides bottles, here we provide visualizations of victim

objects in more categories. The visualization results for ad-
versarial clusters and adversarial objects are in Figure 3 and
Figure 4, respectively.
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Case 1 cluster 2 clusters 3 clusters
Dfar DC success rate Dfar DC success rate Dfar DC success rate

Best 0.0207 0.0300 100% 0.0184 0.0331 100% 0.0191 0.0349 100%
Average 0.5401 0.1372 78.8% 0.3118 0.1839 98.2% 0.1818 0.1744 99.3%
Worst 0.0265 0.0051 4.0% 0.4452 0.0286 64.0% 0.4797 0.1410 80.0%

Table 1: Attack performance evaluation for adversarial clusters (three cases).

Case 1 cluster 2 clusters 3 clusters
DL2 DC success rate DL2 DC success rate DL2 DC success rate

Best 0.0071 0.0176 100% 0.0019 0.0072 100% 0.0021 0.0073 100%
Average 0.5539 0.1776 54.6% 0.0838 0.1332 93.8% 0.0212 0.0850 97.3%
Worst 0.1256 0.0223 8.0% 0.0883 0.0205 20.0% 0.0485 0.0832 56.0%

Table 2: Attack performance evaluation for adversarial objects (three cases).

Figure 3: Visualization for adding 3 adversarial clusters (all attack pairs).



Figure 4: Visualization for adding 3 adversarial objects (all attack pairs).


