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Abstract

We explore the behavior of a standard convolutional
neural net in a continual-learning setting that introduces
visual classification tasks sequentially and requires the
net to master new tasks while preserving mastery of
previously learned tasks. This setting corresponds to
that which human learners face as they acquire domain
expertise serially, for example, as an individual studies
a textbook. Through simulations involving sequences of
ten related visual tasks, we find reason for optimism that
nets will scale well as they advance from having a single
skill to becoming multi-skill domain experts. We observe
two key phenomena. First, forward facilitation—the ac-
celerated learning of task n+1 having learned n previous
tasks—grows with n. Second, backward interference—
the forgetting of the n previous tasks when learning task
n + 1—diminishes with n. Amplifying forward facil-
itation is the goal of research on metalearning, and
attenuating backward interference is the goal of research
on catastrophic forgetting. We find that both of these
goals are attained simply through broader exposure to a
domain.

In a standard supervised setting, neural networks
are trained to perform a single task, such as classifica-
tion, defined in terms of a discriminative distribution
p(y |x,D) for labels y conditioned on input x and data
set D. Although such models are useful in engineering
applications, they do not reflect the breadth required for
general intelligence, which includes the ability to select
among many tasks. Multitask learning [1] is concerned
with training models to perform any one of n tasks, typ-
ically via a multi-headed neural network, where head
i represents the distribution p(yi |x,D1, . . . ,Dn). Re-
lated tasks serve as regularizers on one another [2, 3].

Continual or lifelong learning [4, 5] addresses a nat-
uralistic variant in which tasks are tackled sequentially
and mastery of previously learned tasks must be main-

tained while each new task is mastered. Lifelong learn-
ing requires consideration of two issues: catastrophic
forgetting [6] and metalearning [7, 8, 4], Catastrophic
forgetting is characterized by a dramatic drop in task
1 performance following training on task 2, i.e., the
accuracy of the model p(y1 |x,D1 → D2) is significantly
lower than accuracy of the model p(y1 |x,D1), where
the arrow denotes training sequence. Metalearning aims
to facilitate mastery on task n from having previously
learned tasks 1, 2, . . . , n− 1. Success in metalearning is
measured by a reduction in training-trials-to-criterion
or an increase in model accuracy given finite training
for the n’th task, p(yn|x,D1 → . . . → Dn), relative to
the first task, p(y1 |x,D1).

Researchers have proposed a variety of creative
approaches—specialized mechanisms, learning proce-
dures, and architectures—either for mitigating forget-
ting or for enhancing transfer. We summarize these
approaches in the next (“Related research”) section. Al-
though the literatures on catastrophic forgetting and
metalearning have been considered separately for the
most part, we note that they have a complementary rela-
tionship. Whereas catastrophic-forgetting reflects back-
ward interference of a new task on previously learned
tasks, metalearning reflects forward facilitation of pre-
viously learned tasks on a new task [9]. Whereas catas-
trophic forgetting research has focused on the first task
learned, metalearning research has focused on the last
task learned. We thus view these two topics as end-
points of a continuum.

To unify the topics, we examine the continuum from
the first task to the n’th. We train models on a se-
quence of related visual tasks and investigate the con-
sequences of introducing each new task i. We count
the total number of training trials—presentations of
training examples—required to learn the i’th task while
maintaining performance on tasks 1 . . . i − 1 through
continued practice. Simultaneously, we measure how
performance drops on tasks 1 . . . i− 1 after introducing
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task i and how many trials are required to retrain tasks
1 . . . i−1. We believe that examining scaling behavior—
performance as a function of i—is critical to assessing
the efficacy of sequential multitask learning. Scaling
behavior has been mostly overlooked in recent deep-
learning research, which is odd considering its central
role in computational complexity theory, and therefore,
in assessing whether existing algorithms offer any hope
for extending to human-scale intelligence.

Surprisingly, we are aware of only one article [10] that
jointly considers forgetting and metalearning through
their scaling properties. However, this research, like
that in the catastrophic-forgetting and metalearning
literatures, suggests that specialized mechanisms are
required for neural networks to operate in a lifelong
learning setting. The punch line of our article is that a
standard neural network architecture trained sequentially
to acquire and maintain mastery of multiple visual tasks
exhibits faster acquisition of new knowledge and less
disruption of previously acquired knowledge as domain
expertise expands. We also argue that network learning
and forgetting have an intriguing correspondence to the
human and animal behavioral literature.

1. Related research

A variety of mechanisms have been proposed to over-
come catastrophic forgetting (for review, see [5]). In
addition to standard regularization techniques such
as dropout [11], specialized regularizers have been ex-
plored. Kirkpatrick et al. [12] introduce elastic weight
consolidation, a regularizer which encourages stabil-
ity of weights that most contribute to performance on
previously trained tasks, and Zenke et al. [13] propose
intelligent synapses that track their relevance to par-
ticular tasks. Inspiration from biological systems has
suggested models that perform generative replay to
recreate past experience in order to retain performance
on previously learned tasks [14], and models that use
consolidation mechanisms like those that take place
during mammilian sleep [15].

To facilitate metalearning, mechanisms have been
offered to encourage inter-task transfer, such as MAML
[16] and SNAIL [17]. Other approaches employ recur-
rence to modify the learning procedure itself [18, 19].
Schwarz et al. [10] construct a dual-component model
consisting of a knowledge store of previously learned
tasks and an active component that is used to efficiently
learn the current task. A consolidation procedure then
transfers knowledge from short- to long-term stores.

Within the catastrophic forgetting and metalearn-
ing literatures, some prior work focuses specifically on
computer vision. Parisi et al. [5] review existing vision-
based benchmarks, including incremental training on

MNIST [20], the CUB-200 dataset [21], and the CORe50
dataset [22, 23] for continual learning in an object recog-
nition setting. Recently, Lee et al. [24] offered a novel
method using distillation and confidence-based sam-
pling to reduce catastrophic forgetting using unlabeled
data. Aljundi et al. [25] focus on eschewing the task
identification and generate a self-supervised signal to
recognize the transition between tasks. Stojanov et al.
[26] offer an incremental learning environment inspired
by development, allowing for repeated encounters with
the same objects from different perspectives.

Despite the creativity (and success) of this assort-
ment of methods, our concern centers on the fact that
researchers assume the inadequacy of standard methods,
and no attempt has been made to understand properties
of a standard architecture as it is trained sequentially
on a series of tasks, and to characterize the extent of
forgetting and transfer as more tasks are learned, while
allowing continued practice of previously acquired tasks.

2. Methodology

We train on visual tasks defined over images contain-
ing multiple colored, textured synthetic shapes (Fig-
ure 1). The tasks involve yes/no responses to questions
about whether an image contains an object with cer-
tain visual properties, such as “is there a red object?”
or “is there a spherical object?” We generate a series
consisting of 10 episodes; in each episode, a new task
is introduced (more details to follow on the tasks). A
model is trained from random initial weights on episode
1, and then continues training for the remaining nine
episodes. In episode i, the model is trained on a mix of
examples from tasks 1 to i until an accuracy criterion
of 95% is attained on a hold-out set for all tasks. To
balance training on the newest task (task i in episode i)
and retraining on previous tasks, we adapt the method-
ology of Nguyen et al. [27]: half the training set consists
of examples from the newest task, and the other half
consists of an equal number of examples from each
of the previous tasks 1 through i − 1. (In episode 1,
only the single task is trained.) We evaluated multiple
curricula, as characterized by the within-episode dis-
tribution of the number of training examples of each
task. We found results to that we present below to be
remarkably robust, and therefore we present results in
the main paper only for the balanced old/new split, but
see Appendix A.2 for results from other curricula.

The same set of training images is repeated each
epoch of training, but they are randomly reassigned to
different tasks. Each epoch is divided into 30 training
batches of 1500 examples. Training continues for as
many epochs as are required for all tasks in an episode
to reach the accuracy criterion on the hold-out set. In
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Figure 1: Example training images
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Figure 2: Model architecture. Input consists of image and
task representation. Dashed line from task representation to
Conv-1 indicates optional task modulated visual processing,
described under “Task-modulated visual processing.”

each epoch, we roughly balance the number of positive
and negative target responses for each task.

Image generation. We leverage the CLEVR [28]
codebase to generate 160× 120 pixel color images, each
image containing 4-5 objects that vary along three vi-
sual dimensions: shape, color, and texture. In each
image, each object has a unique feature value on each
dimension. We augmented CLEVR with additional
features to ensure 10 values per dimension. (See supple-
mentary material for details.) We synthesized 45,000
images for a training set, roughly balancing the count
of each feature across images, and 5,000 for a hold-out
set used to evaluate the model after each epoch and
determine when to transition to the next episode. Each
image could used for any task. Each epoch of training
involved one pass through all images, with a random
assignment of each image to a single task each epoch
to satisfy the constraint on the distribution of tasks.

Tasks. For each replication of our simulation, we
select one of the three dimensions and randomize the
order of the ten within-dimension tasks. To reduce sen-
sitivity of the results to the task order, we performed
replications using a Latin square design [29, ch. 9],
guaranteeing that within a block of ten replications,
each task will appear in each ordinal position exactly
once. We constructed six such Latin square blocks for
each of the three dimensions (shape, color, and texture),
resulting in 180 total simulation replications. Because
we observed no meaningful qualitative differences across
task dimensions (see supplementary material), the re-
sults we report below collapse across dimension.

Architecture. Our experiments use a basic vision

architecture with four convolutional layers followed by
four fully connected layers (Figure 2). The convolutional
layers—with 16, 32, 48, and 64 filters successively—each
have 3x3 kernels with stride 1 and padding 1, followed
by ReLU nonlinearities, batch normalization, and 2x2
max pooling. The fully-connected layers have 512 units
in each, also with ReLU nonlinearities. All models
were implemented in PyTorch [30] and trained with
ADAM [31] using a learning rate of 0.0005 and weight
decay of 0.0001. Note that our model is generic and
is not specialized for metalearning or for preventing
catastrophic forgetting. Instead of having one output
head for each task, we specify the task as a component of
the input. Similar to Sort-of-CLEVR [32], we code the
task as a one-hot input vector. We concatenate the task
representation to the output of the last convolutional
layer before passing it to the first fully-connected layer.
We verified this architecture has the capacity to learn
all thirty tasks (in all three dimensions) when trained
simultaneously (see Appendix A.3).

3. Results

3.1. Metalearning

Figure 3a depicts hold-out accuracy for a newly in-
troduced task as a function of the number of training
trials. Curve colors indicate the task’s ordinal position
in the series of episodes, with cyan being the first and
magenta being the tenth. Not surprisingly, task accu-
racy improves monotonically over training trials. But
notably, metalearning is evidenced because the accu-
racy of task i+ 1 is strictly higher than the accuracy
of task i for i > 2. To analyze our simulations more
systematically, we remind the reader that the simula-
tion sequence presents fifty-five opportunities to assess
learning: the task introduced in episode 1 (i.e., ordinal
position 1) is trained ten times, the task introduced
in episode 2 is trained nine times, and so forth, until
the task introduced in episode 10, which is trained only
once. Figure 3c indicates, with one line per task, the
training required in a given episode to reach a hold-
out accuracy of 95%—the dashed line in Figure 3a.
Training required per episode is plotted as a function
of the number of times the task is retrained. The down-
ward shifting intercept of the curves for later tasks
in the sequence indicates significantly easier learning
and relearning. Figure 3e shows an alternative view of
difficulty-of-training by plotting accuracy after a fixed
amount of (re)training. The conditions that require
the least number of trials to criterion (Figure 3c) also
achieve the highest accuracy after a small amount of
training (Figure 3e).
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Figure 3: (a) Hold-out set accuracy as a function of training trials (log scale) for a newly introduced task. Colored lines
indicate task ordinal position (cyan = introduced in episode 1; magenta = introduced in episode 10). In all panels, the shaded
region represents ±1 standard error of the mean. (b) Hold-out accuracy of the task introduced in episode 1 by number of
times it is retrained (black = 1 time, copper = 10 times). (c) Number of trials required to reach the accuracy criterion
(log scale) as a function of the number of times a given task is trained (also log scale). As in (a), the colors indicate task
ordinal position (the episode in which a task is introduced). (d) Similar to (c) but plotting only the new task introduced in
a given episode. (e) Hold-out accuracy attained after a fixed amount of training (22.5k trials) of a given task, graphed as a
function of number of times a given task is trained. As in (a), the colors indicate the episode in which a task is introduced.
(f) Similar to (e) but plotting only the new task introduced in a given episode.

3.2. Catastrophic forgetting

Figure 3b shows the accuracy of the task introduced
in the first episode (y1) as it is retrained each episode.1

The fact that performance in a new episode drops be-
low criterion (the dashed line) indicates backward in-
terference. However, there is a relearning savings: the
amount of interference diminishes monotonically with
the number of times trained. Notably, catastrophic
forgetting of task 1 is essentially eliminated by the last
few episodes. Figure 3c shows very similar relearning
savings for tasks 2-10 as for task 1. The roughly log-log
linear curves offer evidence of power-law decrease in the
retraining effort required to reach criterion.

Figure 3 also reveals that the first two episodes are
anomalous. Strong backward interference on task 1 is
exhibited when task 2 is introduced (the crossover of the
cyan curve in Figure 3c), a phenomenon that does not
occur for subsequent tasks. Similarly, strong forward
interference on task 2 of task 1 is evident (slower learn-

1The misalignment of the first point is due to the fact that

the accuracy is assessed at the end of a training epoch, and each

successive episode has fewer trials of task y1 per epoch.

ing for task 2 than for task 1 in Figure 3d), but tasks
3-10 are increasingly facilitated by previous learning.
These findings suggest that to understand properties of
neural nets, we must look beyond training on just two
tasks, which is often the focus of research in transfer
learning and catastrophic forgetting.

3.3. Resilience to forgetting

The fact that old tasks need to be retrained each
episode suggests that training on a new task induces
forgetting of the old. However, because we trained si-
multaneously on the old and new tasks, we have no
opportunity to examine forgetting explicitly. Inspired
by results from the human learning literature [33, 34],
we hypothesized that the forgetting rate would decrease
with additional training. We devised a setting to ex-
amine this hypothesis by cloning weights at various
points in the simulation and examining a different train-
ing trajectory moving forward. We took the network
weights at the start of each episode i, at which point
the network is at criterion on tasks 1 through i − 1.
Then, instead of retraining on all i tasks, we train only

9285



Figure 4: Exploration of forgetting. (a) Residual accuracy
of task 1 as the task introduced in episodes 2-10 is trained
(corresponding to 1-9 times that task 1 had previously been
trained, with a black and copper for 1 and 9, respectively).
(b) The inferred exponential decay rate as a function of the
number of times a task is trained.

on task i. We probe the network regularly to evaluate
residual performance on old tasks.

Figure 4a depicts the time course of forgetting of
the task introduced in episode 1 on each subsequent
episode. The black curve corresponds to episode 2
(task 1 has been trained only once previously) and the
copper curve corresponds to episode 10 (task 1 has
been trained 9 times previously). Task 1 becomes more
robust to backward interference from the new task in
later episodes, In episode i, task 1 has been (re)trained
i− 1 times previously, yielding a sort of spaced practice
that appears to cause the memory to be more robust.
This result is suggestive of the finding in human memory
that interleaved, temporally distributed practice yields
more robust and durable memory [35, 33].

Figure 4a depicts only some of the forty-five oppor-
tunities we have to assess forgetting: we have one after
the model learns a single task, two after the model
learns two, up to nine after the model learns the ninth
task (for which we examine forgetting by training on
the tenth and final task in the order). To conduct a
more systematic analysis, we fit the forgetting curves for
each task i in each episode e > i. The forgetting curve
characterizes accuracy a after t training batches of 1500
trials. Accuracy must be adjusted for guessing: because
our tasks have a baseline correct-guessing rate of 0.5,
we define a = 0.5 + 0.5m, to be the observed accuracy
when memory strength m lies between 0 (no task mem-
ory) and 1 (complete and accurate task memory). We
explore two characterizations of memory strength. The
first is of exponential decay, m = α exp(−βt), where α

is the initial accuracy, β is a decay rate, and t is the
number of intervening training batches. The second is
of power-law decay, m = α(1 + γt)−β , where γ serves
as a timescale variable. This power-law decay curve is
common in the psychological literature on forgetting
[36] and has the virtue over m = αt−β that it can
characterize strength at t = 0.

We fit the exponential and power-law functions sep-
arately to the data from each of the 45 model training
points across 67 replications of our experiment. Follow-
ing Clauset et al. [37], we fit each form to the first half
of the data, and assess it on the second half of the data.
The power-law function obtains a substantially lower
MSE on the training data (power-law: 0.0045, exponen-
tial: 0.0198), the exponential function fit the held-out
data better (power: 0.0232, exponential: 0.0192), and
the exponential function offered a better fit on 24 of 45
training points of the model. We therefore adopt the
exponential-decay function and characterize decay by
rate parameter β.

Figure 4b presents the inferred decay rate β for each
of the forty-five model training points, presented in
the style of Figures 3c,e. The basic pattern is clear:
additional practice yields a more durable memory trace,
regardless of a task’s ordinal position. Further, with the
exception of tasks 1 and 2, the forgetting rate of task
i on episode i+ 1 decreases with i, One is tempted to
interpret this effect in terms of studies of human long-
term memory, where serial position effects are a robust
phenomenon: Items learned early and late are preserved
in memory better than items learned in between [38].
Psychological studies tend to train to people only once
per task [e.g., 39] or multiple times on a single task [e.g.,
40], so there are no behavioral data concerning how
serial position interacts with number of times trained,
as we have in the simulation. There are a number of
respects in which our simulation methodology does not
align with experimental methodology in psychological
studies, such as the fact that we assess forgetting shortly
after exposure, not at the end of a sequence of tasks.
Nonetheless, the correspondence between our simulation
and human memory is intriguing.
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Figure 5: Heterogeneous task sequences. (a) Number of
trials required to reach the accuracy criterion versus number
of times a task is trained (cf. Figure 3c). The first two
tasks are labeled by the numbers 1 and 2. (b) Increase
in number of trials required to reach accuracy criterion for
homogeneous sequences compared to heterogeneous as a
baseline. Positive values indicate points learned faster in
the heterogeneous condition, negative values in the baseline
condition.
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3.4. Heterogeneous task sequences

We noted two benefits of training on task sequences:
reduced backward interference and increased forward
facilitation. We next try to better understand the source
of these benefits. In particular, we ask how the benefits
relate to similarity among tasks. Previously, we sampled
tasks homogeneously : all ten tasks in a sequence were
drawn from a single dimension (color, shape, or texture).
We now explore the consequence of sampling tasks
heterogeneously : the ten tasks in a sequence draw from
all three dimensions. Each replication utilizes a single
permutation of the three dimensions and samples the
ten tasks cycling between the dimensions (four from the
first, three from the other two). We employed a similar
Latin square design [29, ch. 9] to balance between the
permutations, such that each block of six replications
includes each permutation once.

Figure 5a presents the results of 114 replications of
the heterogeneous sequences, nineteen using each of the
six dimension permutations. To better compare to the
homogeneous sequence results (Figure 3c), Figure 5b
plots the increase in number of trials to criterion with
homogeneous sequences compared to heterogeneous as a
baseline. With several exception points, the differences
are not notable, suggesting that inter-tasks effects with
heterogeneous sequences are similar to those with homo-
geneous sequences. Thus, inter-task effects appear to be
primarily due learning to process visual images in gen-
eral, rather than the specific task-relevant dimensions.
The two outlier points in Figure 5b concern the first two
episodes: With heterogeneous training, the interference
between tasks 1 and 2 nearly vanishes, perhaps because
the resources and representations required to perform
the two tasks overlap less. One might have predicted
just the opposite result, but apparently, extracting in-
formation relevant for one visual dimension does not
inhibit the construction of representations suitable for
other dimensions. We argue that this finding is sensible
given that the dimensions of color, form and texture
are fundamentally confounded in the input image: in-
terpreting color and texture can require information
about an object’s shape, and vice-versa.

3.5. Task-modulated visual processing

The architecture that we have experimented with
thus far treats the convolutional layers as visual feature
extractors, trained end-to-end on task sequences, but
the convolutional layers have no explicit information
about task; task input is provided only to the final
layers of the net. In contrast, processing in human
visual cortex can be task modulated [41, 42]. Perhaps
modifying the architecture to provide task information
to convolutional layers would reduce inter-task inter-
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Figure 6: Effect of modulating first convolutional layer
with information about the current task. (a) Number of
trials required to reach the accuracy criterion versus number
of times a task is trained (cf. Figure 3c). (b) Increase in
number of trials required to reach accuracy criterion for
non-task-modulated versus task modulated architectures.

ference. Along the lines of Mozer and Fan [43], we
investigated a modified model using task-modulated vi-
sual processing, adopting a simpler approach than most
existing architectures for conditional normalization or
gated processing [44, 45]. We consider task modula-
tion via a task-specific learned bias for each channel
in a convolutional layer. As before, task is coded as a
one-hot vector. We incorporate connections from the
task representation to a convolutional layer (Figure 2),
with one bias parameter for the Cartesian product of
tasks and channels. This bias parameter is added to
the output of each filter in a channel before applying
the layer nonlinearity.

We investigated task modulation at each of the four
convolutional layers in our model. Because the results
of task modulation at the different layers are quite
similar (see supplementary material), we report the
results of modulating processing at the first convolu-
tional layer. Figure 6 depicts the results of three Latin
square replications, yielding thirty simulations for each
dimension, or ninety in total. Introducing task-based
modulation allows the model to avoid catastrophic for-
getting previously observed from learning the second
task on the first, and to a lesser effect, improves per-
formance in the third episode as well. As the model
learns additional tasks, and continues retraining on the
same tasks, the benefits of task-modulation diminish
rapidly (Figure 6b), suggesting the primary benefit is in
aiding early learning. We hypothesize that modulating
visual processing with the task representation allows
the model to learn flexible visual representations that
produce less interference.

3.6. Comparison to MAML

The results we have presented thus far serve as a
baseline against which one can compare any method spe-
cialized to reduce forgetting or boost transfer. We con-
ducted comparisons to several such methods, and in this
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section we report on experiments with model-agnostic
metalearning or MAML [16]. MAML is designed to
perform metalearning on a sequence of tasks in order
to learn the next task in the sequence more efficiently.
However, it is not designed for our continual-learning
paradigm, which requires preservation of mastery for
previous tasks. We explored two variants of MAML
adapted to our paradigm. We report here on the more
successful of the two (see supplementary material for
details).

Our paradigm is based on a series of 10 episodes
where tasks accumulate across episodes. MAML is also
trained over a series of episodes, but we make a corre-
spondence between one episode of MAML—the outer
loop of the algorithm—and what we will refer to as
a micro-episode of our paradigm, which corresponds
to a single batch in our original training procedure.
Each micro-episode starts with network weights w, and
we draw a half-batch of 750 examples (compared to
1500 in the original setting) of which 50% are from the
newest task, and the remainder are split evenly across
the previous tasks. (For task 1, all examples are from
task 1.) From w, we compute a gradient step based on
the examples for each task, and apply this step sepa-
rately to w, yielding i copies of the weights in episode
i, {w1, ...,wi}, each specialized for its corresponding
task. We then draw a second half-batch of 750 exam-
ples and perform a metatraining step, as described in
MAML. Metatraining involves computing the gradient
with respect to w for the new examples of each task k

based on the weights wk. Following MAML, we then
update w, and proceed to the next micro-episode until
our training criterion is attained. Having halved the
batch size, we doubled the learning rate from 0.0005
in the original setting to 0.001 for both of MAML’s
learning rates. Model details are otherwise identical to
the base model.

Over 90 replications (30 per dimensions), we find that
the performance of our MAML variant is qualitatively
similar to that of our base model (compare Figure 7a
and Figure 3c). However, quantitatively, the MAML-
based method requires more trials to reach criterion on
expectation: Figure 7b shows the relative number of
trials to criterion, where negative indicates that MAML
is worse than our base model. Apparently the cost of
splitting the data and devoting half to meta-training
does not outweigh the benefit of meta-training.

4. Discussion

We explored the behavior of a standard convolutional
neural net for classification in a continual-learning set-
ting that introduces visual tasks sequentially and re-
quires the net to master new tasks while preserving
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Figure 7: MAML. (a) Number of trials (inner and outer
loops combined) required to reach the accuracy criterion
versus number of times a task is trained (cf. Figure 3c).
(b) Increase in number of trials required to reach accuracy
criterion for training without MAML compared to utiliz-
ing MAML. Negative values indicate slower learning with
MAML than the base model.

mastery of previously learned tasks. This setting corre-
sponds to that which human learners naturally face as
they become domain experts. For example, consider stu-
dents reading a calculus text chapter by chapter. Early
on, engaging with a chapter and its associated exercises
results in forgetting of previously mastered material.
However, as more knowledge is acquired, students begin
to scaffold and link knowledge and eventually are able
to integrate the new material with the old. As the final
chapters are studied, students have built a strong con-
ceptual framework which facilitates the integration of
new material with little disruption of the old. These hy-
pothetical students behave much like the net we studied
in this article.

We summarize our novel findings, and where appro-
priate, we link these findings more concretely to the
literature on human learning.

1. Metalearning (forward facilitation) is observed once
the net has acquired sufficient domain expertise. In
our paradigm, ‘sufficient expertise’ means having
mastered two tasks previously. Metalearning is
demonstrated when training efficiency—the num-
ber of trials needed to reach criterion—improves
with each successive task (Figures 3d,f). Met-
alearning occurs naturally in the model and does
not require specialized mechanisms. Indeed, incor-
porating a specialized mechanism, MAML, fails
to enhance metalearning in our continual-learning
paradigm.

2. Catastrophic forgetting (backward interference) is
reduced as the net acquires increasing domain ex-
pertise (i.e., as more related tasks are learned). In
Figure 3c, compare tasks introduced early (cyan)
and late (magenta) in the sequence, matched for
number of times they have been trained (position
on the abscissa). Retraining efficiency improves for
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tasks introduced later in the task sequence, indi-
cating a mitigation of forgetting. Note that the
number of trials to relearn a skill is less than the
number of trials required to initially learn a skill
(the exception being task 1 in episode 2). This re-
learning savings effect has long been identified as a
characteristic of human memory [46], as, of course,
has the ubiquity of forgetting, whether due to the
passage of time [47] or to backward interference
from new knowledge [48].

3. The potential for catastrophic forgetting (backward
interference) is also reduced each time a task is
relearned, as indicated by the monotonically de-
creasing curves in Figure 3c and by the change in
forgetting rates in Figure 4. A task that is practiced
over multiple episodes receives distributed practice
that is interleaved with other tasks. The durability
of memory with distributed, interleaved practice
is one of the most well studied phenomena in cog-
nitive psychology [35, 33, 34, 49] and perceptual
learning [50], helping human learners distinguish
between categories, presumably by helping distin-
guish within- and between-category differences.

4. Training efficiency improves according to a power
function of the number of tasks learned, control-
ling for experience on a task (indicated by the
linear curve in Figure 3d, plotted in log-log coordi-
nates), and also according to a power function of
the amount of training a given task has received,
controlling for number of tasks learned (indicated
by the linear curves in Figure 3c). Power-law learn-
ing is a robust characteristic of human skill acqui-
sition, observed on a range of behavioral measures
[51, 52].

5. Forward facilitation and reduction in backward in-
terference is observed only after two or more tasks
have been learned. This pattern can be seen by the
nonmonotonicities in the curves of Figures 3d,f and
in the crossover of curves in Figures 3c,e. Catas-
trophic forgetting is evidenced primarily for task
1 when task 2 is learned—the canonical case stud-
ied in the literature. However, the net becomes
more robust as it acquires domain expertise, and
eventually the relearning effort becomes negligible
(e.g., copper curves in Figure 3b). The anoma-
lous behavior of task 2 is noteworthy, yielding a
transition behavior perhaps analogous to the “zero-
one-infinity” principle [53].

6. Catastrophic forgetting in the second episode can
be mitigated in two different ways: first, by choos-
ing tasks that rely on different dimensions (Fig-

ure 5); and second, by introducing task-based mod-
ulation of visual processing (Figure 6). We con-
jecture that both of these manipulations can be
characterized in terms of reducing the similarity of
the tasks. In human learning, reducing (semantic)
similarity reduces interference [54], and top-down,
task-based signals interplay with perceptual learn-
ing [55, 56], as early in processing as primary visual
cortex (V1) [57, 58]. Our results imply that inter-
task similarity creates higher levels interference for
the first few tasks acquired, compared to training
on a diverse set of tasks, without conferring addi-
tional benefits on facilitation of tasks introduced
later. Consequently, training a model on diverse
tasks might reduce forgetting without reducing for-
ward facilitation. Task-based modulation serves
as another promising avenue to reducing interfer-
ence by similar tasks, which we hope to continue
exploring in future work.

We are able to identify these intriguing phenomena be-
cause our simulations examined scaling behavior and
not just effects of one task on a second—the typical
case for studying catastrophic forgetting—or the ef-
fects of many tasks on a subsequent task—the typical
case for metalearning and few-shot learning. Studying
the continuum from the first task to the n’th is quite
revealing.

We find that learning efficiency improves as more
tasks are learned. Although MAML produces no ben-
efit over the standard architecture that served as our
baseline, we have yet to explore other methods that are
explicitly designed to facilitate transfer and suppress
interference [17, 12, 9]. The results presented in this
article serve as a baseline to assess the benefits of special-
ized methods. A holy grail of sorts would be to identify
methods that achieve backward facilitation, where train-
ing on later tasks improves performance on earlier tasks,
and compositional generalization [59, 60, 61, 62], where
learning the interrelationship among earlier tasks allows
new tasks to be performed on the first trial. Humans
demonstrate the former under rare conditions [63, 64];
the latter is common in human behavior, as when in-
dividuals are able to perform a task immediately from
instruction.

An exciting direction for future research concerns
optimizing curricula for continual learning. Our initial
approach was inspired by best practices of the science of
learning literature [65]. Our hope is that investigations
of networks may in turn provide helpful guidance for im-
proving curricula for human learners. Toward this goal,
it is encouraging that we observed more than superfi-
cial similarities between human and network continual
learning.
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