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Abstract

Nowadays, driven by the increasing concern on diet and health, food computing has attracted enormous attention from both industry and research community. One of the most popular research topics in this domain is Food Retrieval, due to its profound influence on health-oriented applications. In this paper, we focus on the task of cross-modal retrieval between food images and cooking recipes. We present Modality-Consistent Embedding Network (MCEN) that learns modality-invariant representations by projecting images and texts to the same embedding space. To capture the latent alignments between modalities, we incorporate stochastic latent variables to explicitly exploit the interactions between textual and visual features. Importantly, our method learns the cross-modal alignments during training but computes embeddings of different modalities independently at inference time for the sake of efficiency. Extensive experimental results clearly demonstrate that the proposed MCEN outperforms all existing approaches on the benchmark Recipe1M dataset and requires less computational cost.

1. Introduction

Food is the paramount necessity of human life. As the saying goes, we are what we eat, food not only provides energy for life activities, but also plays a significant role in affecting human identity, social formation, history, and culture inheritance [19]. In our daily life, food is intricately linked to people’s convention, lifestyle, health and social activities. Nowadays, with the development of Internet and mobile applications, sharing recipes and food images on social platforms has become a widespread trend [43]. Due to the massive amounts of data resource online, food computing has become a popular field, inciting numerous machine learning tasks such as ingredient recognition [38, 23], food image retrieval [54] and recipe recommendation [53, 49]. Among the research topics, Image-to-Recipe learning (im2recipe) is one of the most important problems due to its profound influence on health-oriented applications [40]. For instance, food-health analysis applications are required to predict detailed nutrition contents and calorie information from food images, and a recipe-retrieval system is a necessary solution on this scenario.

Im2recipe is a challenging task since it involves highly variant foods images and expatiatory textual recipes. A typical recipe consists of a list of ingredients and cooking instructions which may not directly align with the appearance of the corresponding food image. Typically, recent efforts have formulated im2recipe as a cross-modal retrieval problem [48, 37, 6, 62], to align matching recipe-image pairs in a shared latent space with retrieval learning approaches. Concretely, prior work builds two independent networks to encode textual recipes (ingredients and cooking instructions)
and food images into embeddings respectively. And the retrieval loss object is learned to gather matching pairs and differentiate dissimilar items. Though existing methods are expressive and powerful, there remain two major concerns. 1) Current systems encode images and texts with two different networks independently. However, such independence brings barriers between modalities, resulting in obstacles to discover latent semantic alignments across modalities. Consequently, such approaches thus could suffer from polysemous instances [51]. 2) The recipe representations are obtained based on fixed pre-trained skip-thought vectors [28], leading to highly diversities between textual and image feature spaces.

To alleviate such limitations, we strive to take a step towards capturing joint information of different modalities and injecting the cross-modal alignments into the embedding learning processes on both sides. We introduce **Modality-Consistent Embedding Network** (MCEN) which learns joint cross-modal representations for textual recipes and dish images. The major idea is to exploit the interactions between visual and textual features explicitly and share the cross-modal information to the embedding spaces of both modalities with stochastic latent variable models. The stochastic variable is leveraged to capture the latent correlations between modalities during training, while the embeddings can still be calculated independently at test time for high efficiency and flexibility. Moreover, The randomness introduced by latent variables is also beneficial for handling polysemous instances where one recipe corresponds with multiple images.

In a nutshell, the **main contribution** of this work is threefold:

- We propose a novel cross-modal retrieval framework to obtain modality-consistent embeddings by explicitly capturing the correlations between recipes and food images with latent variables.
- We exploit the latent alignments during training with cross-modal attention mechanism and replace it with prior condition at inference time for efficiency.
- We propose a task-specific encoder for textual recipes based on hierarchical attentions, which cannot only adapt to the interaction with images, but also simplify and accelerate the training and inference procedure.

We conduct experiments on the challenging benchmark Recipe1M [48] and the results demonstrate that our model significantly outperforms all state-of-the-art approaches on the cross-modal recipe retrieval problem and requires less computational overhead.

2. Related Work

**Computational Cooking.** Food and cooking are essential parts of human life, which are closely relevant to health [53], social activities, bromatology, dietary therapy and culture [19], etc., profoundly affecting the quality of life. Therefore, research involving cooking recipes has drawn considerable attention. Food and cooking provide rich attributes on multiple channels, including both visual content (e.g., dish pictures) and texts (e.g., dish descriptions and cooking instructions). Current literature leverages the attributes in various ways. Typically, recent examples in computer visions are food classification and recognition [7, 34, 31, 61, 23], and retrieval of captions [14, 9], ingredients [8, 9] or recipe instructions [6, 48, 41, 42] according to dish images, while researchers from natural language processing community usually focus on such applications as recipe recommendation [53, 49], aligning instructions with video and speech [35], recipe texts generation from flow graph [44], workflow generation from recipe texts [58], cooking action tracking [4], recipe representation [36], checklist recipe generation [24] and recipe-based question answering [57, 36]. Moreover, there is also some work using machine learning approaches to connect health with food attributes, such as prediction of nutrient [29] or energy [39], and healthy recipe recommendation [13, 53, 60]. All these efforts contribute to the prosperity of food computation and understanding, bridging the gap between machine learning applications and people’s daily life.

Recent introductions of large-scale food-related datasets have further accelerated the research improvements on food understanding. Considering the application purpose, the datasets can be categorized into two groups: food recognition [3, 38] and cross-modal recipe retrieval [48, 37, 41, 42, 7, 48]. We focus on recipe retrieval task in this paper, aiming at retrieval relevant cooking recipes with respect to the image query and vice versa. Typically, the datasets for retrieval generally incorporate both food images and other information such as ingredients, structured cooking instructions and flavor attributes. Among the datasets, Recipe1M [48] is the most well curated large-scale dataset with pre-processed English textual information and we evaluate the effectiveness of our method on it in this paper.

**Text-Image Retrieval.** Our work is related to current approaches on multi-modal retrieval task, where the key problem is to measure the similarity between a text and an image. The major challenge of this issue lies in the modality-gap, which means that the feature spaces of different modalities largely diverse from each other. Text-image retrieval is at meeting point between computer vision and natural language communities, attracting research attentions over decades [32]. Traditional approaches formulate this issue as either a language modeling task [27] or a correlation maximization problems [46, 18] using canonical correlation analysis (CCA) [21]. Recently, many efforts have been made to build end-to-end retrieval systems leveraging deep
learning methods [52, 1, 16, 59, 45]. Another avenue is to improve the triplet loss with hard negative mining [50], such as [17, 55, 15].

Despite of the progress, the above approaches encode different modalities into independent feature spaces, suffering from modality gap between heterogenetic contents. To address this issue, recent works incorporate attention mechanism to capture the latent alignment relationships between words and different image regions [22, 30, 33, 56]. Though expressive, these methods require massive computational overhead during inference since the cross-modal attention scores between a query and each item in the reference set need to be calculated, limiting the scalability to large-scale retrieval scenario. In this paper, we leverage latent variables to incorporate cross-modal attention mechanism into retrieval tasks during training but maintain independent calculations for different modalities respectively at inference time.

Image-to-recipe is a newly proposed task and is formulated as a cross-modal learning task by recent efforts [8, 48], to retrieve the relevant recipes based on image queries. Following these settings, several inspiring methods have been introduced to improve the retrieval performance by using such techniques as additional textual feature [9], semantic information [6] and adversarial learning [62, 54].

3. Modality-Consistent Embedding Network

3.1. Overview

In this section we introduce the methodology of the proposed Modality-Consistent Embedding Network (MCEN).

Problem Formulation. The aim of the proposed framework is to measure the similarity between food images and the relevant textual recipes. Formally, denote \( \{ v^i, r^i \}_{i=1}^N \) as a set of \( N \) image-recipe pairs where an image \( v^i \in V \) and a recipe \( r^i \in R \). The notations \( V \) and \( R \) denote the visual and recipe spaces. It should be noted that one recipe corresponding to multiple images is allowed. A recipe \( r^i \) consists of a set of ingredients \( X^{ins,i} \) and a list of cooking instructions \( X^{ins,i} \). An image \( v^i \) contains the appearance of a completed dish. Importantly, the ingredients and cooking instructions of a recipe may not directly align with the appearance of the matching image, which brings additional heterogeneity challenge compared to traditional cross-modal retrieval tasks.

Considering the information gap between modalities, we set our target to learn the mapping functions from observed data to the embedding distributions as \( V \rightarrow E^v \) and \( R \rightarrow E^r \), where \( E^v \in \mathbb{R}^d \) and \( E^r \in \mathbb{R}^d \) denote the distributions of \( d \)-dimensional image embedding and recipe embedding respectively, so that a picture is closer to the corresponding recipe than any other image in the latent space.

Architecture. The architecture of MCEN is illustrated in Figure 2. The system consists of three major modules: a recipe encoder, an image encoder and an embedding learning component for modality-consistent space modeling. Through the training flow, the visual feature is extracted by feeding the food picture \( v^i \) to the CNN-based image encoder. Meanwhile, the high-level representations of instructions and ingredients are obtained by hierarchical attention-based RNN encoders. Then these representations are then fed to cross-modal attention components to exploit the interactions between images and texts. The cross-modal correlations are then leveraged to estimate the posterior distributions of embeddings with neural variational inference [26, 47]. With this method, we can discriminate training and inference process so as to reduce cross-modal computation at prediction time. To keep modality consistency, we align the distributions of latent representations by minimizing the KL-divergence of priors of different modalities. Finally, the latent representations sampled from the posterior distributions are passed to feed-forward layers to obtain the final embeddings of images and recipes respectively. The entire model is trained end-to-end with retrieval learning object.

The major novelty of MCEN comes from the incorporation of cross-modal correlation modeling with latent variables. MCEN captures the latent alignment relationships between images and texts during training while at inference time we do not require cross-modal attention since the posterior distribution is replaced by the prior during test. Though there exists prior work that focuses on modeling correlations between modalities [30, 33], these approaches come with high computation overhead since the alignment score between a query and each reference instance needs computing as many times as the size of reference set [51]. Conversely, MCEN obtains embeddings of different modalities independently during inference, which significantly reduces the computational overhead. Moreover, almost all prior methods require fixed pre-trained instruction vectors for recipes while parameters for image encoding are updated with respect to the retrieval object. The isomerism in training process leads to a diversity between feature spaces of images and recipes. In this work, the architecture of MCEN recipe encoder is quite different from prior systems and can be trained end-to-end from scratch.

3.2. Image Encoder

Given a food picture \( v \), the image encoder is responsible to extract the abstract features of the input. Different from previous methods, we use the output of the last residual block (res5c) of ResNet-50 [20] which consists of \( 7 \times 7 = 49 \) columns of 2048 dimensional convolutional outputs, denoted by \( H^v = (h_1^v, h_2^v, \cdots, h_{49}^v) \). To obtain the representation for the image hidden states, we propose to use an attention layer, which estimates the importance of each hidden vector. Since a dish image may contain multi-
ple objects that are not relevant to the recipe (i.e., forks and flowers), the aim of attention model is to force the encoder to focus more on regions that may contribute to the retrieval object.

Formally, the image representation \( s^v \) is calculated with the weighted summation of convolutional states as:

\[
s^v = \sum_{i=1}^{49} \alpha_i^v \mathbf{h}_i^v, \tag{1}
\]

where \( \alpha_i^v \) is the attention score at position \( i \), representing the importance of this region, calculated by:

\[
\alpha_i^v = \text{softmax}(\mathbf{v}_v^T \tanh(\mathbf{W}_v \mathbf{q}_v + \mathbf{U}_v \mathbf{h}_i^v)), \tag{2}
\]

where \( \mathbf{W}_v, \mathbf{U}_v, \) and \( \mathbf{v}_v \) are trainable matrices and vector. \( \mathbf{q}_v \) is the attention query vector. Here, it is a trainable vector initialized from scratch. For sake of writing convenience, we call such attention layer as Attention Pooling and the input annotations \( (\mathbf{H}^v) \) as Attention Context.

### 3.3. Recipe Encoder

In the recipe branch, ingredients and instructions are encoded separately with similar networks. Since the ingredients or instructions of a recipe usually comprise multiple sentences, we use a hierarchical attention-based model to extract textual features. Each instruction/ingredient is first fed to a word-level bi-directional recurrent neural network (bi-RNN) with gated recurrent unit (GRU) [10] and the final word-level representations are calculated with attention pooling mechanism (Equation 1-2) where the RNN hidden states are used as the attention contexts. Denote \( \mathbf{H}^{ins} = (\mathbf{h}_1^{ins}, \ldots, \mathbf{h}_m^{ins}) \) and \( \mathbf{H}^{ing} = (\mathbf{h}_1^{ing}, \ldots, \mathbf{h}_n^{ing}) \) as the feature sequences of instructions and ingredients respectively, where \( m \) and \( n \) are the numbers of instructions and ingredients of a recipe, and each element \( \mathbf{h}_i^{ins} / \mathbf{h}_i^{ing} \) is the abstract representation of an instruction/ingredient. To model the correlations between instructions and ingredients, we employ the attention-based RNN decoder [2], which takes \( \mathbf{H}^{ins} \) as the sequential input and \( \mathbf{H}^{ing} \) as the contexts respectively. The output of the RNN decoder is denoted as \( \mathbf{H}^c = (\mathbf{h}_1^c, \ldots, \mathbf{h}_n^c) \) which contains the joint information of both instructions and ingredients. Then, \( \mathbf{H}^c, \mathbf{H}^{ins} \) and \( \mathbf{H}^{ing} \) are fed to independent sentence-level bi-RNNs and attention pooling layers to obtain the sentence-level representations, denoted as \( \mathbf{s}^r, \mathbf{s}^{ins}, \) and \( \mathbf{s}^{ing} \) respectively. The final feature representation of the recipe is obtained by concatenating the three sentence representations as:

\[
\mathbf{s}^r = [\mathbf{s}^r^T, \mathbf{s}^{ins}^T, \mathbf{s}^{ing}^T]^T. \tag{3}
\]

### 3.4. Modality-Consistent Embedding

It is challenging to align feature representations of multiple modalities when the features are extracted with independent networks. To alleviate this issue, we incorporate latent variables to capture the interactions between modalities. This method converts the embedding computation into a generative process. Taking the image side for instance, the
probability to generate a specific embedding $\mathbf{e}^v$ for a given image $\mathbf{v}$ is modeled as:

$$p(\mathbf{e}^v|\mathbf{v}) = p(\mathbf{e}^v|\mathbf{z}^v, \mathbf{v})p(\mathbf{z}^v|\mathbf{v}),$$

(4)

where the latent vector $\mathbf{z}^v$ is assumed to capture the correlations between $\mathbf{v}$ and the corresponding recipe $\mathbf{r}$. The posterior of $\mathbf{z}^v$ should hence be conditioned on both the recipe $\mathbf{r}$ and image $\mathbf{v}$, denoted as $p(\mathbf{z}^v|\mathbf{v}, \mathbf{r})$. The prior of latent variables is usually formulated as a standard Gaussian distribution, which may reduce the effectiveness in generation [11]. Here we propose to estimate the prior distribution with a neural network model that jointly learns the prior knowledge and excavates cross-modal alignments based on single modality, denoted as $p(\mathbf{z}^v|\mathbf{v})$. To simplify the generative process, both prior and posterior distributions for latent variables are assumed to be Gaussian distributions. Concretely, the generative story is as follows. We sample a latent variable $\mathbf{z}^v$ from the prior Gaussian distribution as:

$$\mathbf{z}^v|\mathbf{v} \sim \mathcal{N}(\mu_v, \text{diag}(\sigma_v^2))$$

(5)

$$\mu_v = \mathbf{W}_{\mu}^v\mathbf{s}^v + \mathbf{b}_{\mu}^v$$

(6)

$$\sigma_v = \text{softplus}(\mathbf{W}_{\sigma}^v\mathbf{s}^v + \mathbf{b}_{\sigma}^v),$$

(7)

where $\mathbf{W}_{\mu}^v, \mathbf{W}_{\sigma}^v$ and $\mathbf{b}_{\mu}^v, \mathbf{b}_{\sigma}^v$ are weight matrices and bias. Conditioned on the latent variable $\mathbf{z}^v$, we generate the final image embedding as:

$$\mathbf{e}^v = f_v(\mathbf{z}^v),$$

(8)

where $f_v$ is a mapping function implemented as a one-layer neural network with tanh activation.

Estimation of Equation 4 can be challenging since the distributions are intractable. We leverage neural variational inference [26, 47] to optimize the evidence lowerbound (ELBO) as:

$$\mathbb{E}_{q(\mathbf{z}^v|\mathbf{v}, \mathbf{r})}(\log p(\mathbf{e}^v|\mathbf{z}^v, \mathbf{v})) - D_{KL}(q(\mathbf{z}^v|\mathbf{v}, \mathbf{r})||p(\mathbf{z}^v|\mathbf{v})),$$

(9)

where $D_{KL}(\cdot)$ is the Kullback-Leibler divergence and $q(\mathbf{z}^v|\mathbf{v}, \mathbf{r})$ is the approximate posterior, estimated as:

$$\mathbf{z}^v|\mathbf{v}, \mathbf{r} \sim \mathcal{N}(\mu^*_v, \text{diag}(\sigma^*_v))$$

(10)

$$\mu^*_v = \mathbf{W}_{\mu}^v\mathbf{s}^v + \mathbf{b}_{\mu}^v$$

(11)

$$\sigma^*_v = \text{softplus}(\mathbf{W}_{\sigma}^v\mathbf{s}^v + \mathbf{b}_{\sigma}^v),$$

(12)

where $\mathbf{W}_{\mu}^v, \mathbf{W}_{\sigma}^v$ and $\mathbf{b}_{\mu}^v, \mathbf{b}_{\sigma}^v$ are trainable matrices and bias, which are independent from the prior model. The cross-modal representation $\mathbf{s}^v$ is obtained with an attention pooling layer which takes the recipe representation $\mathbf{s}^r$ as the query vector and image region features $\mathbf{H}^v$ as the attention contexts. The lowerbound of the likelihood can be optimized by minimizing the triplet loss, formalized as:

$$\mathcal{L}_{ret} = [s(\mathbf{e}^v, \mathbf{e}^i) - s(\mathbf{e}^v, \mathbf{e}^p) + m]_+$$

(13)

where $s(\cdot)$ expresses the cosine similarity between two vectors, and $m$ is the margin of error. Subscripts $p$, $r$ and $v$ refer to positive, negative and anchor of a triplet respectively.

Cases are similar on the recipe side and the distinction lies in the calculation of cross-modal representation $\mathbf{s}^r$ for posterior approximation $q(\mathbf{z}^r|\mathbf{v}, \mathbf{r})$. Here, we obtain $\mathbf{s}^r$ with the similar manner to $\mathbf{s}^v$ (Equation 3) but replace the original trainable query vector with the image feature $\mathbf{s}^v$. Formally, the final retrieval learning object is defined as:

$$\mathcal{L}_{ret} + \alpha \mathcal{L}_{KL},$$

(14)

where $\mathcal{L}_{ret}$ is the summation of the triplet losses for image-to-recipe and recipe-to-image retrieval, and $\alpha$ is a trade-off hyper-parameter. $\mathcal{L}_{KL}$ is the summation of the KL divergences on both sides:

$$\mathcal{L}_{KL} = D_{KL}(q(\mathbf{z}^v|\mathbf{v}, \mathbf{r})||p(\mathbf{z}^v|\mathbf{v}))+D_{KL}(q(\mathbf{z}^r|\mathbf{v}, \mathbf{r})||p(\mathbf{z}^r|\mathbf{r})).$$

(15)

Moreover, as discussed, we aim to align the distributions of both modalities. For this end, we simply push the prior embedding distributions of both modalities together by minimizing the following KL-divergence:

$$\mathcal{L}_{cos} = D_{KL}(p(\mathbf{z}^v|\mathbf{v})||p(\mathbf{z}^r|\mathbf{r})).$$

(16)

### 3.5. Cross-Modal Reconstruction

Recent work [62, 54] has proved the effectiveness of reconstruction loss on cross-modal recipe retrieval, since it encourages the embedding of one modality covers the corresponding information of the other modality. However, such an approach introduces additional network parameters to reconstruct the original images and recipes, which are too cumbersome for training a retrieval system. In this work we propose a much conciser method for cross-modal reconstruction. Instead of recovering the entire information of the original inputs, we only reconstruct the latent representations with the learned embeddings as:

$$\mathbf{s}^r = f_r^\mathbf{v}(\mathbf{e}^v),$$

(17)

$$\mathbf{s}^v = f_r^\mathbf{r}(\mathbf{e}^v),$$

(18)

where $f_r^\mathbf{v}$ and $f_r^\mathbf{r}$ are mapping functions, implemented as two-layer neural networks. The formal reconstruction loss is formulated as:

$$\mathcal{L}_{rec} = P(s^{r'}, s^r) + P(s^{v'}, s^v),$$

(19)

where $P(\cdot)$ computes Pearson’s correlation coefficient.

### 3.6. Training and Inference

The overall training object of MCEN is formulated as:

$$\mathcal{L} = \mathcal{L}_{ret} + \alpha \mathcal{L}_{KL} + \beta \mathcal{L}_{cos} + \gamma \mathcal{L}_{rec},$$

(20)
where $\alpha$, $\beta$ and $\gamma$ are hyper-parameters which balance the preference of different components. The entire model can be trained end-to-end with the reparameterization trick [26, 47]. During inference, the latent variables are fixed to the expectation of prior distribution to stabilize the retrieval performance.

4. Experiments

4.1. Settings

**Dataset.** The experiments are conducted on Recipe1M benchmark [48], a large-scale collection for recipe retrieval, including cooking instructions along with food images. The dataset consists of over 1M textual recipes and around 900K images. We use the same preprocessed samples provided by [48] and we finally obtain 238,399 matching pairs of recipes and images for training, 51,119 pairs for validation and 51,303 pairs for test respectively. Moreover, it should be noted that we do not incorporate the additional semantic labels used by prior work [48, 6, 62], such as food-classes and labels of commonly used ingredients.

**Metrics.** We utilize the same metrics as the prior work [48, 6, 62]. Concretely, we compute median rank (MedR) and recall rate at top K (R@K) on sampled subsets in the test partition to evaluate the retrieval performance. The sampling process is repeated for 10 times and the mean scores are reported. MedR measures the median retrieval rank position of true positives over all test samples, and the ranking position starts from 1. R@K refers to the percentage of queries for which matching instances are ranked among the top K results.

**Implementation.** For the image encoder, ResNet-50 [20] pretrained on ImageNet [12] is used as the initialization weight. On the recipes side, the dimension of all hidden states is set to 300. Different from prior work, we do not use pretrained word embeddings. The entire recipe encoder is trained from scratch and the trainable parameters are initialized uniformly between $[-0.02, 0.02]$.

The dimension of final embeddings and all hidden states for neural inference is 1024. The margin of error $m$ is 0.3 and the hyper-parameters $\alpha$, $\beta$, $\gamma$ are set to 0.1, 0.002 and 0.008 respectively. The norm of gradient is clipped to be between $[-5, 5]$. We employ Adam solver [25] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$ as the optimizer and the corresponding initial learning rate is set to $10^{-4}$. The model is trained end-to-end with batch-size 32.

To train the model efficiently, we utilize two training strategies. First, as it is observed by other work [5], the loss for sequence modeling suffers from KL-divergence vanishing. To address this issue, we initialize $\alpha$ as $10^{-4}$ and gradually increase it to 0.1 as the training progress runs. Moreover, incorporating two independent stochastic variables can reduce the convergence speed. We therefore leverage a stage-wise strategy. Specifically, we fix the latent representation on the image side $z^r$ as the mean of prior $\mu^r$ and focus on training the recipe part. Then we alternatively train the posterior parameters on the image side after several epochs. Finally, early stopping strategy is applied and the model with best R@1 score on validation set is selected for testing.

**Comparison.** The proposed MCEN is compared against several SOTA approaches:

- CCA [21], the Canonical Correlation Analysis method. The results are from [48].
- JE [48], a method to learn the joint embedding space of images and texts with pairwise cosine loss. This method also incorporates the classification task as a regularization.
- ATTEN [9], a hierarchical attention model for cross-modal recipe retrieval. This approach also incorporates title information to extract recipe features.
- AdaMine [6], a two-level retrieval approach which injects the semantic information into the triplet object.
- R²GAN [62], a GAN-based method which learns cross-modal retrieval and multi-modal generation simultaneously.
- ACME [54], the state-of-the-art method on cross-modal recipe retrieval task, which improves modality alignment using multiple GAN components. In our experiments, we use the released pre-trained model and report the results on our sampled test set.

4.2. Main Results

The main results on cross-modal retrieval task are listed in Table 1. Generally, the proposed MCEN consistently outperforms all baselines with obvious margin across all evaluation metrics and test sets. On the 1K set, MCEN achieves 2.0 median rank, which matches the SOTA results. In terms of R@K, MCEN achieves promising performance, beating all baselines including the to-date best approach ACME across all metrics on both image-to-recipe and recipe-to-image tasks.

On the 10K setting, the performances of all models decrease significantly since the retrieval task becomes much harder. As the size of subset increases, the gap between MCEN and previous methods becomes larger. Compared with the SOTA ACME method, our model achieves almost 30% improvements on MedR metric over both im2recipe and recipe2im tasks, indicating the robustness of MCEN.

4.3. Ablation Studies

To evaluate the contributions of different components, we conduct ablation study on several variants of architectures detailedly. We depict the variants of MCEN in Figure 3. MCEN-vanilla (Figure 3 (b)) is the simplest architecture
 observe that although the inference network on either side parameters and speeds of different systems in Table 3. We can

4.4. Analysis

Parameters and Speed. We list the numbers of parameters and speeds of different systems in Table 3. We can observe that although the inference network on either side introduces about 10.4M parameters, the additional parameters do not significantly decrease the training and test speed. Compared with the current SOTA ACME [54], MCEN contains about 30% less parameters and generates cross-modal embeddings with almost double speed, proving the high efficiency of the proposed architecture. A possible reason could be that, compared with rigorousole instructions, the relative semantic weights of different regions in an image are easier to be exploited.

Effectiveness of Cross-modal Attention. To better understand what has been learned by the cross-modal attention which does not incorporate any latent variables. The final embeddings $e^r$ and $e^v$ are obtained by:

$$
e^r = g_r(s^r),$$  \(21\)

$$
e^v = g_v(s^v),$$  \(22\)

where $s^r$ and $s^v$ are the output of recipe encoder (Equation 3) and image encoder (Equation 1) respectively. The mappings $g_r$ and $g_v$ are implemented as two-layer neural networks with tanh activations. We also propose two variant models which leverage latent variables on either image (Figure 3 (c)) or recipe side (Figure 3 (d)). Besides, the performance of MCEN without reconstruction component (Equation 17-18) is also reported. For all variants derived from MCEN, the modality-consistency loss (Equation 15) is removed.

The retrieval results of different variant models on 1K subset are listed in Table 2. Not surprisingly, MCEN outperforms all variants with all evaluation metrics. It can be observed that the performance of MCEN-vanilla is similar to ACME (Table 1), indicating the effectiveness of the proposed architecture of the recipe encoder. Moreover, an interesting finding is that MCEN-image outperforms MCEN-recipe. A possible reason could be that, compared with rigorousole instructions, the relative semantic weights of different regions in an image are easier to be exploited.

**4.4. Analysis**

**Parameters and Speed.** We list the numbers of parameters and speeds of different systems in Table 3. We can observe that although the inference network on either side introduces about 10.4M parameters, the additional parameters do not significantly decrease the training and test speed. Compared with the current SOTA ACME [54], MCEN contains about 30% less parameters and generates cross-modal embeddings with almost double speed, proving the high efficiency of the proposed architecture. A possible reason could be that, compared with rigorousole instructions, the relative semantic weights of different regions in an image are easier to be exploited.

**Effectiveness of Cross-modal Attention.** To better understand what has been learned by the cross-modal attention

<table>
<thead>
<tr>
<th>Size</th>
<th>Methods</th>
<th>Image-to-Recipe</th>
<th>Recipe-to-Image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MedR</td>
<td>R@1</td>
</tr>
<tr>
<td>1K</td>
<td>Random</td>
<td>500</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>CCA [48]</td>
<td>15.7</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>JE [48]</td>
<td>5.2</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td>ATTEN [9]</td>
<td>4.6</td>
<td>25.6</td>
</tr>
<tr>
<td></td>
<td>AdaMine [6]</td>
<td>2.0</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td>R²GAN [62]</td>
<td>2.0</td>
<td>39.1</td>
</tr>
<tr>
<td></td>
<td>ACME [54]</td>
<td>2.0</td>
<td>44.3</td>
</tr>
<tr>
<td></td>
<td>MCEN (ours)</td>
<td>2.0±0.0</td>
<td>48.2±0.9</td>
</tr>
<tr>
<td>10K</td>
<td>JE [48]</td>
<td>41.9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ATTEN [9]</td>
<td>39.8</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>AdaMine [6]</td>
<td>13.2</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>R²GAN [62]</td>
<td>13.9</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>ACME [54]</td>
<td>10.0</td>
<td>18.1</td>
</tr>
<tr>
<td></td>
<td>MCEN (ours)</td>
<td>7.2±0.4</td>
<td>20.3±0.3</td>
</tr>
</tbody>
</table>

Table 1. Retrieval Results of baselines. The cross-modal retrieval performance is evaluated with MedR (lower is better) and R@K (higher is better). It should be noted that we do not incorporate pretraining embeddings and additional food-class labels which are utilized by prior approaches.
### Table 2. Ablation Study. The models are evaluated in terms of $R@K$ with 1K subset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$R@1$</th>
<th>$R@5$</th>
<th>$R@10$</th>
<th>$R@1$</th>
<th>$R@5$</th>
<th>$R@10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEN-vanilla</td>
<td>44.5</td>
<td>72.3</td>
<td>80.7</td>
<td>44.9</td>
<td>72.8</td>
<td>80.9</td>
</tr>
<tr>
<td>MCEN-recipe</td>
<td>45.8</td>
<td>73.1</td>
<td>81.3</td>
<td>46.1</td>
<td>73.3</td>
<td>81.5</td>
</tr>
<tr>
<td>MCEN-image</td>
<td>47.6</td>
<td>75.1</td>
<td>83.0</td>
<td>47.8</td>
<td>75.4</td>
<td>83.3</td>
</tr>
<tr>
<td>MCEN w/o reconstruction</td>
<td>46.4</td>
<td>75.4</td>
<td>83.1</td>
<td>47.8</td>
<td>75.7</td>
<td>83.3</td>
</tr>
<tr>
<td>MCEN</td>
<td>48.2</td>
<td>75.8</td>
<td>83.6</td>
<td>48.4</td>
<td>76.1</td>
<td>83.7</td>
</tr>
</tbody>
</table>

### Table 3. Statistics of parameters, training and testing speed (pairs/second). All models are evaluated with the same settings on a single Titan XP GPU with batch-size 32. This comparison could be unfair since all the baselines require additional computational overhead for pre-training skip-thought vectors.

<table>
<thead>
<tr>
<th>Methods</th>
<th>#Para</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Train</td>
</tr>
<tr>
<td>AdaMine [6]</td>
<td>46.3M</td>
<td>117.8</td>
</tr>
<tr>
<td>R$^2$GAN [62]</td>
<td>89.9M</td>
<td>30.3</td>
</tr>
<tr>
<td>ACME [54]</td>
<td>98.6M</td>
<td>30.7</td>
</tr>
<tr>
<td>MCEN-vanilla</td>
<td>48.9M</td>
<td>57.6</td>
</tr>
<tr>
<td>MCEN-recipe</td>
<td>59.3M</td>
<td>45.0</td>
</tr>
<tr>
<td>MCEN-image</td>
<td>59.3M</td>
<td>45.2</td>
</tr>
<tr>
<td>MCEN</td>
<td>69.6M</td>
<td>42.7</td>
</tr>
</tbody>
</table>

### 5. Conclusion and Future Work

In this paper, we propose a Modality-Consistent Embedding Network, namely MCEN, for cross-modal recipe retrieval. The proposed model focuses on modeling the interactions between food images and textual recipes during training with latent variables. Concretely, the latent variables are modeled based on cross-modal attention mechanisms during training while the embeddings of different modalities are still calculated independently during inference. We conduct experiments on the challenging Recipe1M dataset and the evaluation results with different metrics demonstrate the efficiency and effectiveness of MCEN. In the future, we are interested in incorporating pre-trained language models into cross-modals analysis tasks.

### Acknowledge

We would like to thank the reviewers for their detailed comments and constructive suggestions.
References


Jonathan Malmaud, Earl Wagner, Nancy Chang, and Kevin Kuang-Huei Lee, Xiaodong He, Lei Zhang, and Linjun Michael S Lew, Nicu Sebe, Chabane Djeraba, and Ramesh Kuang-Huei Lee, Xi Chen, Gang Hua, Houdong Hu, and Xi-


