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Abstract

Temporal action localization (TAL) in untrimmed videos

recently receives tremendous research enthusiasm. To our

best knowledge, this is the first attempt in the literature

to explore this task under an unsupervised setting, here-

after referred to as action co-localization (ACL), where

only the total count of unique actions that appear in the

video set is known. To solve ACL, we propose a two-step

“clustering + localization” iterative procedure. The clus-

tering step provides noisy pseudo-labels for the localiza-

tion step, and the localization step provides temporal co-

attention models that in turn improve the clustering perfor-

mance. Using such two-step procedure, weakly-supervised

TAL can be regarded as a direct extension of our ACL

model. Technically, our contributions are two-folds: 1)

temporal co-attention models, either class-specific or class-

agnostic, learned from video-level labels or pseudo-labels

in an iterative reinforced fashion; 2) new losses specially

designed for ACL, including action-background separation

loss and cluster-based triplet loss. Comprehensive evalu-

ations are conducted on 20-action THUMOS14 and 100-

action ActivityNet-1.2. On both benchmarks, the proposed

model for ACL exhibits strong performances, even surpris-

ingly comparable with state-of-the-art weakly-supervised

methods. For example, previous best weakly-supervised

model achieves 26.8% under mAP@0.5 on THUMOS14,

our new records are 30.1% (weakly-supervised) and 25.0%
(unsupervised).

1. Introduction

Temporal action localization (or action detection) [54,

39, 57, 48, 23, 30, 56] is a fundamental challenge in video

understanding. The goal of temporal action localization is

to precisely find the starting and ending time for each ac-

tion instance from a long, untrimmed video. It has a variety

of potential applications in real-world scenarios, including

∗Corresponding Author.

Figure 1. Illustration of two co-attention models. Class-agnostic

attention helps to find the important frames of a video. Class-

specific attention models the temporal distribution of actions,

which can be used for action localization. Note that actions are

anonymous (obtained via co-attention piloted clustering) in ACL.

video summarization, video highlight detection, surgical

skill assessment and others. To learn an effective action lo-

calization model, it is crucial to collect a sufficient number

of annotated videos. In comparison with the benchmarks

mainly designed for image recognition (e.g., ImageNet[35])

or video classification (e.g., Kinetics[3]), the largest video

benchmarks for action localization, known as ActivityNet

v1.3[10], has only about 20,000 annotated videos. This

partly attributes to the fact that labeling an action instance

is more tedious and prone to errors, since accurately de-

limiting the temporal boundary of an action instance is both

time-consuming and subjective to different annotators. The

scarcity of instance-level annotation has inspired recent en-

deavors on weakly-supervised temporal action localization

methods. Specifically, for every training video, only a rough

video-level action category yet not frame-wise labels are

available.

This main scope of this work is an unexplored prob-

lem setting of unsupervised temporal action localization. In
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the unsupervised case, all we know regarding the training

videos is an integer C which totals unique actions appear-

ing in the video collection. For ease of statement, we term

this new problem as action co-localization (ACL). To our

best knowledge, our work is the first to address unsuper-

vised temporal action localization.

To solve ACL, we propose a two-step “clustering + local-

ization” iterative procedure. In the unsupervised case, true

semantic annotations are missing, so we use clustering algo-

rithm to group videos into C clusters, each of which defines

a pseudo-action. Each unlabeled untrimmed video is as-

signed with a pseudo action class label based on clustering

results. Then, an action localization model will be learned

based on these noisy video-level pseudo-labels, which is

capable of detecting action instances and predicting their

pseudo-labels. The core of our proposed solution to ACL

are two kinds of temporal co-attentions illustrated in Fig-

ure 1, optimized with action-background separation loss

and cluster-based triplet loss respectively:

1) Inspired by classic image co-segmentation tech-

niques [34, 15], we regard that videos of the same action

(here approximated via action pseudo-label) share a com-

mon class-specific co-attention model. We get the class-

specific action feature representation by the class-specific

co-attention score. In particular, for videos belonging to

the same cluster, we want to satisfy the following two crite-

ria: high inter-video class-specific action feature representa-

tion similarity and high intra-video action-background fea-

ture distinctness. Based on these criteria, we design action-

background separation loss to train the class-specific co-

attention model. Once accurately learned, such co-attention

models can be used to generate and rank action-specific pro-

posals.

2) Since untrimmed videos usually contain a large por-

tion of irrelevant backgrounds, we design a dataset-level

class-agnostic co-attention model to learn the importance

score of each frame. We get the class-agnostic video feature

representation by the class-agnostic co-attention model. To

pull the feature representation of the same cluster closer and

push the video features belonging to different clusters fur-

ther in the feature space, we design cluster-based triplet loss

to train the class-agnostic co-attention model.

The clustering step and localization step reinforce each

other. The clustering step provides noisy pseudo-labels for

the localization step. All temporal co-attentions are then

updated in the localization step. The class-agnostic co-

attention model is in turn used to modulate the first video

clustering step, ensuring that video frames with high atten-

tion scores play a more important role during clustering.

Importantly, weakly-supervised TAL, where video-level

action class label is available, can be regarded as a spe-

cial case of ACL and solved via our temporal co-attention

models. In particular, videos with weak annotation can

be grouped into C clusters according to video-level labels,

therefore the first clustering is skipped.

The technical contributions of this work can be sum-

marized as below: 1) To our best knowledge, it is the

first work that explores unsupervised temporal action co-

localization (ACL) in the literature; 2) This paper presents

a novel two-step “clustering + localization” solution to the

task of unsupervised ACL. In particular, we devise class-

agnostic and class-specific temporal co-attentions, which

are iteratively reinforced to gradually elevate the accu-

racy. We propose action-background separation loss and

clustering-based triplet loss combined with cross-entropy

loss to train both co-attention models; 3) Our comprehen-

sive experiments on 20-action THUMOS14 and 100-action

ActivityNet-1.2 have established first baselines and evalu-

ation protocol for ACL. Surprisingly, the proposed model

for ACL exhibits competitive performances to state-of-the-

art weakly-supervised methods on both benchmarks. For

example, our record on THUMOS14 is 25.0% in an un-

supervised setting under mAP@0.5. Besides, our new

record on THUMOS14 in a weakly-supervised setting un-

der mAP@0.5 is 30.1% while the previous best is 26.8%.

2. Related Work

Fully-supervised action localization: This refers to the

problem setting where all true action instances are la-

beled in detail, including temporal boundaries and action

categories. One of the key challenges in supervised ac-

tion localization is the vast number of candidate tempo-

ral windows that are drawn from varying scales and loca-

tions. Inspired by the R-CNN family of image object de-

tectors [9], early development of action localization mod-

els [39, 48, 37, 49, 4, 24, 44, 22] adopt a two-stage “gener-

ate action proposals + rank proposals” paradigm. The first

stage draws a large pool of possible temporal windows from

videos (e.g., by sliding windows [5, 39, 2, 8], temporal ac-

tion grouping [57, 7], or boundary point detection [18, 16])

and quickly filters out a majority of them which are least

likely to contain any action. The remaining proposals fur-

ther go through more fine-grained inspection, such as tem-

poral stage-aware SSN [57]. The most confident proposals

are outputted as the predicted action instances. Besides the

two-stage methods, there also exist other methods which

adopt a framework of reinforcement learning [50, 11] or

single-shot detection [1, 17] inspired by their counterparts

in image object detection (e.g. YOLO [32] and SSD [21]).

Weakly-supervised action localization: Video-level label-

ing is more straightforward compared with that in segment-

level, which is referred to as weakly-supervised action lo-

calization [43]. Most of the relevant approaches are strongly

inspired by multiple instance learning (MIL) [25] or visual

attention models [51]. Representative approaches include
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Figure 2. Overall architecture of our proposed model. The upper part is the clustering module and the lower part is the localization module.

See section 3 for more details.

UntrimmedNet [46], Hide-and-Seek [41], W-TALC [29],

Sparse Temporal Pooling Network [27], AutoLoc [38], and

CleanNet[14], etc. Among them, UntrimmedNet [46] is

comprised of classification/selection models and sparsity-

encouraging regularization. The work in [58] identifies a

key challenge as over-sparse supporting frames along the

temporal scale. The authors thus propose to iteratively

erase predecessor classifiers and enforce a new classifier to

learn some complementary pieces. More recently, in [19],

a multi-branch network with MIL loss and diversity loss is

proposed to model action completeness. 3C-Net [26] pro-

pose to use multi-label center loss and action counting loss

to reduce intra-class variations and enhance separability of

adjacent action instances. In [28], the authors propose a

background-aware loss to explicitly model background con-

tent. TSM [53] views each action as a multi-phase process

and finds an optimal phase transition path to localize the

actions.

Unsupervised action clustering / localization: Most rele-

vant works to ours are [13, 42]. They sequentially did two

jobs: unsupervised action clustering that group videos of

similar human actions into separate action classes (e.g., by

spectral clustering and dominant set selection [42]), and lo-

calize the video tube-let that contains the actors. We would

emphasize that those works have fundamental differences

to the task of ACL: those methods mainly target trimmed

videos and the “localization” is essentially spatial.

3. The Proposed Approach

In this section, we present our proposed method for ACL.

Its extension to the weakly-supervised case can be trivially

obtained by skipping the first clustering step, since we know

the action category of each video in the case of weak super-

vision. Consider that we are provided with a training set of

untrimmed videos V = {vi}
N

i=1
, where N is the number of

videos. In the unsupervised case, we know the number of

action categories C in the entire training set, but we don’t

know the specific category of each video.

3.1. Video Feature Extraction

Given an untrimmed video, we first divide it into a set

of snippets, each consisting of several consecutive frames.

Following the common practice in previous works, we ex-

tract the RGB and flow video features for each snippet. Let

XR, XF ∈ R
T×D denote the snippet-wise RGB and flow

feature sequence respectively, where T denotes the number

of snippets and D denotes dimension of feature.
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3.2. Architecture Overview

The overall architecture is illustrated in Figure 2. Given

the RGB or flow feature X ∈ R
T×D of an input video v,

we first use our proposed Local-Global Feature Aggrega-

tion Block to obtain an embedding feature Xe ∈ R
T×D1 .

Then the network breaks into two branches, each composed

of a convolution layer and a fully-connected layer. The

outputs of the two branches are the class-agnostic attention

weights S ∈ R
T×1 and the class-specific attention weights

A ∈ R
T×C respectively. We denote the feature vectors

before the fully-connected layers of the two branches as

Xca, Xcs ∈ R
T×D2 . Then we combine class-agnostic and

class-specific attention weights to obtain class probability

distribution p̂ for the video.

In ACL, since ground-truth video label is not available,

we perform clustering on the training data to assign each

video with a pseudo label and use it to calculate a cross-

entropy loss Lcls. Meanwhile, we use the class-agnostic at-

tention weight S to get a cluster-based triplet loss Ltrip, and

use the class-specific attention weight A to get an action-

background separation loss Labs. Combining the above

losses, we get our overall loss function

L = Lcls + αLtrip + βLabs, (1)

where α and β are coefficients. Details will be described in

the following sections.

3.3. Co­Attention Piloted Video Clustering

This section presents using the acquired class-agnostic

attention for video clustering. In ACL, we only know the

number of action categories C of the training set. To get the

video-level pseudo label for each video, we utilize the spec-

tral clustering algorithm [36, 45, 52] on the training set to

obtain C clusters, so that each video can be assigned with

a pseudo label according to the cluster it belongs to. For

each video v with Tv snippets, let XR
v , XF

v ∈ R
Tv×D de-

note its RGB and flow stream features, respectively. Let

SR
v,i, S

F
v,i ∈ R

Tv×1 denote its RGB and flow stream class-

agnostic attention weights of v at iteration i, respectively.

Since we don’t have the importance scores of each video

snippet at the first iteration, we set

SR
v,1 [j, 1] = SF

v,1 [j, 1] =
1

Tv

(1 ≤ j ≤ Tv) . (2)

Due to untrimmed videos usually contain a large propor-

tion of background frames, the video representation which

is generated by average pooling along the temporal dimen-

sion is not discriminative. To extract the action-related

video representation, at iteration i (i > 1), we use the class-

agnostic temporal attention SR
v,i, S

F
v,i which is generated by

action localization model at iteration i− 1. Then RGB fea-

Input

Concat

Output

Conv1D

Conv1D

Conv1D

Conv1D𝑑 = 2 Conv1D𝑑 = 3 Non-Local

+

Figure 3. Local-Global Feature Aggregation Block. d is the dila-

tion rate of temporal 1D convolution.

ture fR
v and flow feature fF

v of video v at iteration i is gen-

erated by:

fR
v = L2Norm(

(

XR
v

)⊺

SR
v,i), f

F
v = L2Norm(

(

XF
v

)⊺

SF
v,i),

where L2Norm(·) denotes L2 normalization. Afterwards,

fR
v and fF

v are concatenated to generated the two-stream

feature representation fv of video v. Given all training

videos {vi}
N

i=1
and their features {fi}

N

i=1
, we build a fully

connected affinity graph G = {V,E}, where V denotes

the collection of vertices, i.e., training set videos, and E
denotes the collection of edges. The edge weight wij of

vi and vj is computed as wij = exp
(

−
‖fi−fj‖

2

2

2σ2

)

,where

σ = 1

N2

∑N

i=1

∑N

j=1
‖fi − fj‖2, ‖‖

2
denotes the Euclidean

distance. Then W = [wij ] is the affinity matrix of the

graph. Based on the constructed affinity graph, we use spec-

tral clustering algorithm [36] to group untrimmed videos

into C clusters, each of which defines a pseudo-action.

Each unlabeled untrimmed video is assigned with a pseudo

action class label based on clustering results. Then, these

video-level pseudo-labels are used to train action localiza-

tion model. For the weakly-supervised extension, video-

level labels are available for each video, thus clustering is

skipped.

3.4. Local­Global Feature Aggregation Block

Since the feature of each snippet contains only the in-

formation of the current snippet, there is a lack of tempo-

ral context information. To improve the discriminability of

each snippet feature, a Local-Global Feature Aggregation

Block (FAB) is proposed to extract both local and global

context information. The architecture is illustrated in Fig-

ure 3. FAB consists of three parts: a 1D temporal con-
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volution branch, a dilated temporal pyramid branch, and a

global context branch. The dilated temporal pyramid branch

is composed of 2 parallel dilated convolutions with differ-

ent dilation rates to aggregate local temporal context. The

global context branch uses a non-local block [47] to capture

the temporal correlation between all frames. A 1D tempo-

ral convolution with kernel size 1 is added before the global

context branch to reduce the computation cost. The outputs

of all branches are concatenated and fused via 1D temporal

convolution. A skip connection is inserted after 1D tempo-

ral convolution.

3.5. Class­Specific Temporal Attention Module

In an untrimmed video, actions usually take place in a

part of the video. We design Class-Specific Temporal At-

tention Module to get the probabilities of different action

categories appearing at different times. These class-specific

probabilities are further used for action localization. In

this module, we take the class-specific feature Xcs as in-

put and output a sequence of class-specific temporal atten-

tion scores A ∈ R
T×C . Then A is passed through a soft-

max along the temporal dimension, yielding the normalized

class-specific temporal attention scores Â = softmax(A).

In the task of unsupervised or weakly supervised tempo-

ral action localization, since there is no temporal annotation,

the temporal boundary of action localization result is usu-

ally inaccurate. To get a more precise temporal boundary of

action, we designed the action-background separation loss.

For a batch of training videos, we randomly sample

videos from Z clusters and K videos of each cluster.

Let Vz = {vk}
K

k=1
denotes all videos belonging to the

same cluster z(1 ≤ z ≤ C) in a batch. The design of

action-background separation loss is based on two criteria,

namely high inter-video action similarity and high intra-

video action-background distinctness. For each video vk,

we extract the action feature

Jk = Xcs,k
⊺Âk [:, z] , (3)

and background feature

Bk =
1

Tk − 1
Xcs,k

⊺

(

1− Âk [:, z]
)

, (4)

where Âk is the normalized temporal attention score of vk,

Xcs,k is the class-specific feature of vk and Tk is the number

of snippets of vk. Assume we have a pair of videos vm and

vn belonging to Vz . Let d denote the cosine distance func-

tion, τ1 and τ2 denote two positive margins respectively. To

ensure the high inter-video action similarity, we use the fol-

lowing equation to enforce this requirement:

d (Jm, Jn) ≤ τ1. (5)

To satisfy high intra-video action-background distinct-

ness, we use the following equations:

d (Jm, Bm)− d (Jm, Jn) ≥ τ2, (6)

d (Jn, Bn)− d (Jm, Jn) ≥ τ2. (7)

For videos belonging to the same cluster z, we calculate

action-background separation loss of cluster z as follows:

Linter,z =

K
∑

m=1

K
∑

n=1,n 6=m

max{d(Jm, Jn)− τ1, 0}, (8)

Lintra,z =

K
∑

m=1

K
∑

n=1,n 6=m

max{d(Jm, Jn)−d(Jm, Bm)+τ2, 0}.

(9)

For a batch of videos, we sum the loss of all cluster in a

batch as follows:

Labs =

Z
∑

z=1

(Linter,z + θ · Lintra,z), (10)

where θ is a weight coefficient.

3.6. Class­Agnostic Temporal Attention Module

Untrimmed videos usually contain irrelevant back-

grounds. For example, each video in the THUMOS14 val-

idation set has 71% background on average. To alleviate

the confusion caused by excessive background information,

we hope to select the foreground part in which actions take

place from the untrimmed video. So we designed the Class-

Agnostic Temporal Attention Module to learn the atten-

tion score of each snippet. This module takes the class-

agnostic feature Xca as input and outputs a sequence of

class-agnostic temporal attention score S ∈ R
T×1.

To pull the video feature representation of the same clus-

ter closer and push the video feature representation of dif-

ferent clusters further in the feature space, we utilize the

triplet loss. Same with section 3.5, we randomly sample

videos from Z clusters and K videos of each cluster. Then

we extract the class-agnostic video feature representation H
by H = Xca

⊺S.

Let d denote the cosine distance and m denote the posi-

tive margin. In cluster z, for each anchor video va, suppose

vn is the video which is not in cluster z and has the mini-

mal distance to va, vp is the video in cluster z and has the

maximum distance to va. Suppose Ha, Hn, Hp are their

class-agnostic video features respectively, then the follow-

ing condition should be satisfied:

d(Ha, Hn)− d(Ha, Hp) ≥ m (11)

then we calculate the cluster-based triplet loss as follows:

Ltrip =
Z
∑

z=1

K
∑

a=1

max{d(Ha, Hp)− d(Ha, Hn) +m, 0}.

(12)
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To predict the action category of each video, we first get

the normalized class-agnostic temporal attention score Ŝ by

taking softmax operation along the temporal dimension on

S. Then we calculate the weighted average p = AŜ ∈
R

C×1. We get probabilistic distribution over action classes

p̂ by performing softmax along the category dimension on

p. The cross-entropy loss for a batch of videos is calculated

by:

Lcls = −

ZK
∑

n=1

C
∑

i=1

yn,i log p̂n,i, (13)

where yn denotes the label of video vn and p̂n denotes the

predicted label of video vn.

3.7. Iterative optimization

In this paper, we propose a novel iterative optimization

method to tackle the problem of unsupervised action local-

ization. The method consists of two iterative steps: video

clustering and temporal action localization.

Since there are no true semantic annotations, we first per-

form spectral clustering algorithm [36] on the training set,

then assign each video with a pseudo label according to the

cluster it belongs to. Pseudo video labels are then employed

as the supervision information to train the localization part

and temporal co-attentions are updated. As discussed in

section 3.3, the class-agnostic co-attention model guides the

video clustering step, ensuring video frames with high at-

tention scores play a important role during clustering.

On the one hand, a better co-attention model S helps to

find the important frames of the video and yield a better

feature representation fv for the video. On the other hand,

a more precise feature representation leads to more precise

pseudo labels obtained from the clustering process, and in

turn provides better supervision for the localization. Our

experiments show this iterative optimization process indeed

gradually improves the performance of both steps.

3.8. Action Localization by Class­Specific Co­
Attentions

Given a test video, we first use the trained localization

network to obtain the class-specific attention A and video-

level classification score p̂. Then we threshold on p̂, and

find all the categories c satisfying p̂c > τ . Let [α0, ..., αr]
be a set of threshold values. Each αj is used to threshold

on A[:, c] and obtain a set of localization proposals.Each

proposal has the form of (bi, ei, ci), where bi, ei denote the

start and end time of the ith detected action and ci is the

predicted category. Following [19], we combine the Outer-

Inner Contrastive loss in [38] and the video-level class score

p̂c to score each action proposal:

scorei = avg(A[inner, c])− avg(A[outer, c]) + γp̂c,
(14)

Methods
mAP@IoU (%)

0.3 0.4 0.5 0.6 0.7

FS

SLM-mgram [33] 30.0 23.2 15.2 - -

Glimpse [50] 36.0 26.4 17.1 - -

PSDF [54] 33.6 26.1 18.8 - -

S-CNN [39] 36.3 28.7 19.0 10.3 5.3

SSAD [17] 43.0 35.0 24.6 - -

CDC [37] 40.1 29.4 23.3 13.1 7.9

R-C3D [48] 44.8 35.6 28.9 - -

SSN [57] 51.9 41.0 29.8 - -

TAL-Net [4] 53.2 48.5 42.8 33.8 20.8

WS

Hide-and-seek [41] 19.5 12.7 6.8 - -

UntrimmedNet [46] 28.2 21.1 13.7 - -

STPN [27] 35.5 25.8 16.9 9.9 4.3

Autoloc [38] 35.8 29.0 21.2 13.4 5.8

W-TALC [29] 40.1 31.1 22.8 - 7.6

MAAN [55] 41.1 30.6 20.3 12.0 6.9

CMCS [20] 41.2 32.1 23.1 15.0 7.0

3C-Net [26] 44.2 34.1 26.6 - 8.1

BM [28] 46.6 37.5 26.8 17.6 9.0

TSM [53] 39.5 - 24.5 - 7.1

CleanNet [14] 37.0 30.9 23.9 13.9 7.1

Ours 46.9 38.9 30.1 19.8 10.4

US Ours 39.6 32.9 25.0 16.7 8.9

Table 1. Comparisons on the THUMOS14 test set for action de-

tection. We denote fully-supervised, weakly-supervised and unsu-

pervised as FS, WS and US respectively.

where inner denotes the predicted action boundary (bi, ei),
and outer denotes the inflated region (bi−(ei−bi)/4, bi)∪
(ei, ei + (ei − bi)/4). γ is a trade-off coefficient. Notice

that the proposals for different αi may overlap, so we per-

form non-maximum suppression(NMS) on all these propos-

als and get the final localization output.

4. Evaluations

4.1. Data Description and Evaluation Protocol

We evaluate our method on two large-scale benchmark

datasets: THUMOS14 and ActivityNet-1.2. The videos

contained in both datasets are untrimmed, implying that

videos contain some frames that are not from any target ac-

tion.

THUMOS14 [12]. A subset of the THUMOS14 dataset

contain videos with temporal annotations from 20 action

classes. Following the previous convention [4, 19], we train

our model with 200 untrimmed videos in the validation set

and evaluate our method on the test set of 212 videos.

ActivityNet-1.2 [10]. To facilitate comparisons, we con-

duct experiments on ActivityNet-1.2 which contains 4,819

training videos, 2,383 validation videos and 2,480 testing

videos from 100 activity classes. Since the test set annota-

tions of this dataset are withheld, we train our model on the

training set and perform evaluations on the validation set as

in previous works [29, 26].
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Cluster evaluation protocol. To measure the cluster-

ing performance, we use three criteria, i.e., purity, normal-

ized mutual information score (NMI) and adjust rand index

(ARI), which are widely used in the clustering task [31].

Bigger values of these criteria indicate better clustering per-

formance.

Action localization evaluation protocol. For temporal

action localization task, we report the traditional mean Av-

erage Precision (mAP) [6] at different temporal intersection

over union(IoU). The IoU thresholds are 0.3, 0.4, 0.5, 0.6,

0.7 on THUMOS14. The IoU thresholds are 0.5, 0.75, 0.95

on ActivityNet-1.2. The average mAP with IoU thresh-

olds [0.5:0.95:0.05] is used to compare different methods

on ActivityNet-1.2.

4.2. Implementation Details

We utilize two-stream architecture [40] to extract fea-

tures for video frames. In our experiment, two sepa-

rate I3D [3] models are trained from consecutive frames

and flow on Kinetics [3], respectively. I3D takes non-

overlapping snippets of 16 stacked RGB or optical flow

frames as input and extracts 1024-dimensional feature for

each stream. We adopt the late fusion of the RGB and op-

tical flow streams to generate the final action localization

results.

Our action localization model is implemented in Py-

Torch. It is trained with a mini-batch size of 24 using Adam

optimizer with weight decay 0.001. For a batch of training

data, we randomly sample videos from 12 clusters and 2

videos of each cluster. The learning rates are set as 0.001

and 0.0001 for ActivityNet-1.2 and THUMOS14 respec-

tively. We set both α and β in Eq.1 to 0.5. For action-

background separation loss, we set τ1, τ2 as 0.0001 and

0.25 respectively. θ in Eq.10 is set as 1. For triplet loss,

we set margin parameter m as 0.5 in Eq.12. When generat-

ing action localization results, we only keep classes whose

video-level probabilities are above 0.1. For class c with

p̂c > 0.1, we use a set of threshold values ranging from

[0.1 : 1.0 : 0.1]×mean (A[:, c]), where mean get the mean

value of A[:, c]. γ in Eq.14 is empirically set as 0.1. Pro-

posals generated by different thresholds are combined, then

NMS is used to remove duplicate localization results.

For ACL, we only know the cluster index that each pro-

posal belongs to. To make comparisons with other fully-

supervised or weakly-supervised TAL methods, we need to

further map the cluster indices to action classes of THU-

MOS14 or ActivityNet-1.2 to get the class label for each

proposal in the testing step. Specifically, we map each clus-

ter to the action class which occurs most frequently in this

cluster. In addition, since some videos may contain multi-

ple actions of different classes (e.g., some videos in THU-

MOS14 contain both diving and cliff diving), sometimes we

should map one cluster to more than one action. In our ex-

Methods
mAP@IoU (%)

0.5 0.75 0.95 Average

WS

FC-CRF [58] 27.3 14.7 2.9 15.6

AutoLoc [38] 27.3 15.1 3.3 16.0

W-TALC [29] 37.0 - - 18.0

CMCS [20] 36.8 22.0 5.6 22.4

3C-Net [26] 37.2 - - 21.7

TSM [53] 28.3 17.0 3.5 -

CleanNet [14] 37.1 20.3 5.0 21.6

Ours 40.0 25.0 4.6 24.6

US Ours 35.2 21.4 3.1 21.1

Table 2. Comparisons on the ActivityNet1.2 dataset for action de-

tection.We denote weakly-supervised and unsupervised as WS and

US respectively.

Iteration Purity↑ ARI↑ NMI↑

1 0.645 0.445 0.726

2 0.740 0.569 0.788

3 0.780 0.612 0.811

Table 3. Comparing video clustering results of different iterations

on THUMOS14 validation set.

periment, suppose in cluster z, CA is the most frequently

occurred action class and appears NA times, then for any

action class CB whose number of occurrence in cluster z is

greater than NA

2
, we also map cluster z to action CB .

4.3. Comparisions with state­of­the­art

Table 1 summarizes the results of the THUMOS14 test

set when the IoU threshold varies from 0.3 to 0.7. Specif-

ically, for mAP@0.5, the result achieved by our method in

the unsupervised case is comparable to the results obtained

by the state-of-the-art weakly-supervised methods [26, 28]

and outperform all other recent weakly-supervised meth-

ods. In weakly supervised case, we improve the mAP@0.5

from previous state-of-the-art 26.8% to 30.1%.

Table 2 presents the results on the benchmark

ActivityNet-1.2. We compare our method with other recent

state-of-the-art weakly-supervised action localization meth-

ods. Even without video class annotations, our method in

unsupervised case achieves average mAP of 21.1%, show-

ing competitive performance comparing to several recent

weakly supervised methods. In weakly-supervised case, our

method outperforms the state-of-the-art weakly-supervised

methods by 2.2% in terms of average mAP.

4.4. Effectiveness of iterative optimization

To demonstrate the effectiveness of our iterative opti-

mization method, we evaluate the clustering and action lo-

calization performance at each iteration.

Clustering performance w.r.t. iterations: Table 3 com-

pares the clustering performance of different iterations on

THUMOS14 validation set. As the number of iterations in-
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Iteration
mAP@IoU (%)

0.3 0.4 0.5 0.6 0.7

1 21.4 17.1 13.0 8.1 4.0

2 33.6 27.8 20.8 13.1 7.1

3 39.6 32.9 25.0 16.7 8.9

Table 4. Comparing action localization results of different itera-

tions on THUMOS14 test set.

Figure 4. Visualize affinity matrices used for spectral cluster-

ing [36] of iteration 1(left) and iteration 3(right) on THUMOS14

validation set. For clarification, videos are arranged according to

their classes.

creases, the performance of clustering is getting better. Fig-

ure 4 shows the visualization of affinity matrices used for

spectral clustering in section 3.3. It can be seen that with

the help of class-agonic temporal attention pooling method,

the video representation concentrates more on frames re-

lated to video actions and is more discriminative. Therefore

we can get better clustering results and reduce the noise of

pseudo-labels.

mAP w.r.t. iterations: Action localization results of dif-

ferent iterations on THUMOS14 test set are shown in Ta-

ble 4. Since the performance of clustering increases with

the number of iterations, the error rate of pseudo label de-

creases in the meantime. As the quality of pseudo-labels

improves, our ACL model can learn more precise attention

weights, so the performance of temporal action localization

can be improved by a non-trivial margin. As demonstrated

in Table 4, we achieved an mAP of 13.0% when the IoU

threshold is 0.5 at iteration 1. As the number of iterations

increase, the mAP gets improved. We finally get an mAP of

25.0% under the unsupervised setting. Figure 5 shows the

qualitative action localization results of different iterations.

We can observe that as the number of iteration increases,

the action localization results are more precise in Figure 5.

4.5. Ablation studies

To analyze the contribution of each model component,

we perform ablation studies on the THUMOS14 test set in

the unsupervised case. The average mAP at the IoU thresh-

old from 0.3 to 0.7 is used to compare different settings.

Results in Table 5 show the comparison of all settings. We

use the model in which the Local-Global feature aggrega-

tion block is replaced with standard 1D temporal convolu-

Figure 5. Qualitative examples of localization results by our

method on THUMOS14 dataset. GT denotes the ground truth seg-

ments. Iteration 1,2 and 3 denote localization results of different

iterations respectively.

Methods Avg(0.3:0.7)

Conv1D+Lcls 21.39

LG+Lcls 22.16

LG+Lcls + Labs 23.48

LG+Lcls + Ltrip 23.05

LG+Lcls + Labs + Ltrip 24.68

Table 5. Ablation studies results on THUMOS14 test set.

tions combined with only classification loss as our baseline.

We add Local-Global feature aggregation block to the base-

line model and improve the average mAP from 21.39% to

22.16%. Based on the model with Local-Global feature ag-

gregation block, we explore the contributions of each loss

function by adding the proposed losses. As we can see in

Table 5, the action-background loss improves the perfor-

mance by 1.32%, and the triplet loss improves the perfor-

mance by 0.89%. Finally, we use all losses to train the ac-

tion localization model and achieve an mAP of 24.68%, im-

plying that each loss contributes to the overall performance.

5. Conclusions

We address the problem of unsupervised action local-

ization for the first time. A two-step “clustering + lo-

calization” framework is developed and validated on two

large-scale benchmarks using our proposed evaluation met-

rics. The major contributions include novel temporal co-

attention models and several loss function specially de-

signed for this new task. Moreover, our formulation can

be easily extended to the weakly-supervised case. Our ex-

periments re-calibrate the state-of-the-art performances un-

der the weakly-supervised setting and achieved surprisingly

competitive results under the unsupervised setting. Ac-
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