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Abstract

In this work, we propose a unified model compression framework called Multi-Dimensional Pruning (MDP) to simultaneously compress the convolutional neural networks (CNNs) on multiple dimensions. In contrast to the existing model compression methods that only aim to reduce the redundancy along either the spatial/spatial-temporal dimension (e.g., spatial dimension for 2D CNNs, spatial and temporal dimensions for 3D CNNs) or the channel dimension, our newly proposed approach can simultaneously reduce the spatial/spatial-temporal and the channel redundancies for CNNs. Specifically, in order to reduce the redundancy along the spatial/spatial-temporal dimension, we downsample the input tensor of a convolutional layer, in which the scaling factor for the downampling operation is adaptively selected by our approach. After the convolution operation, the output tensor is upsampled to the original size to ensure the unchanged input size for the subsequent CNN layers. To reduce the channel-wise redundancy, we introduce a gate for each channel of the output tensor as its importance score, in which the gate value is automatically learned. The channels with small importance scores will be removed after the model compression process. Our comprehensive experiments on four benchmark datasets demonstrate that our MDP framework outperforms the existing methods when pruning both 2D CNNs and 3D CNNs.

1. Introduction

With the popularity of Convolutional Neural Networks (CNNs) for various computer vision applications, several model compression technologies were developed (see Sec. 2 for more details) to deploy CNNs on resource constrained platforms. Among these techniques, the channel pruning methods \cite{8, 23, 38} aim to reduce the redundancy along the channel dimension of CNNs. However, substantial redundancy also exists on the spatial/spatial-temporal dimension of CNNs (i.e., spatial dimension for 2D CNNs, spatial and temporal dimensions for 3D CNNs), which is not considered by the existing channel pruning methods.

Figure 1(a) shows the output feature maps of four consecutive frames generated from the output tensor of the first convolutional layer (the C3D model \cite{31} is used for illustration). The hand position of the person is mostly identical in these frames. (b) The downsampled tensor, in which the information is almost the same as the original output tensor.

Figure 1: (a) Feature maps of four consecutive frames generated from the output tensor of the first convolutional layer (the C3D model \cite{31} is used for illustration). The hand position of the person is mostly identical in these frames. (b) The downsampled tensor, in which the information is almost the same as the original output tensor.
nals considered as unimportant in the first pruning stage may become important after reducing the STR of CNNs. However, we cannot recover these channels in the second pruning stage because they have already been removed in the first stage, which degrades the performance of the compressed model. Different channels in CNNs often pay attention to different parts of feature maps. Before reducing the STR, the channels with detailed information may be more important than those with overall information as the details in the high resolution feature maps can provide rich information to CNNs. Therefore, the channels with overall information will be removed. After reducing the STR, the resolution of the feature maps will be reduced and the details in these feature maps will be lost. In this case, the channels with less details might become more informative when compared with the high resolution case. As a result, we should keep the channels with overall information.

To address the aforementioned issue, we propose a new unified framework called Multi-Dimensional Pruning (MDP) to simultaneously reduce the spatial/spatial-temporal and the channel redundancies in CNNs in an end-to-end fashion. Specifically, our MDP framework consists of three stages: the searching stage, the pruning stage, and the fine-tuning stage. In the searching stage, we construct an over-parameterized network by expanding each convolutional layer to multiple parallel branches, in which different branches correspond to information processing at different spatial/spatial-temporal resolutions. The information from different branches will be aggregated based on their importance scores. We also introduce a gate for each channel to indicate its importance. The importance scores of the branches and the channels are automatically learned in the searching stage. In the pruning stage, we prune the branches and channels based on their importance scores. We finally fine-tune the compressed model to recover from the accuracy drop.

To the best of our knowledge, this is the first unified model compression framework that can simultaneously reduce the spatial and channel redundancy for 2D CNNs, and the spatial, temporal, and channel redundancy for 3D CNNs. When compared with the existing channel pruning methods [21, 38] or other methods that aim at reducing the STR [4, 33, 39], our MDP framework has several advantages: (1) The MDP framework is a unified model compression framework, which is suitable for both 2D CNNs and 3D CNNs. (2) The optimal combination of selected features from multiple dimensions (i.e., the selected branches for the spatial/spatial-temporal dimension, and the selected channels for the channel dimension) can be automatically learned in the searching stage, which can solve the sub-optimal problem in the alternative approach that sequentially uses different model compression algorithms in a step-by-step fashion.

The experiments on four benchmark datasets demonstrate the effectiveness of our proposed MDP framework for both image classification and video classification tasks.

2. Related Work

Channel pruning. Channel pruning technologies [23, 8, 38, 35, 24, 7, 22, 37] aim to reduce the channel-wise redundancy in CNNs. In [18], Lin et al. proposed to use adversarial learning to prune the redundant structures in CNNs. Guo et al. [3] pruned the channels by using the guidance from the classification loss and feature importance. However, the existing channel pruning methods ignore the STR in CNNs. Unlike these channel pruning methods, our MDP framework can additionally reduce the redundancy along the spatial/spatial-temporal dimension.

Spatial/spatial-temporal redundancy reduction. Recently, many methods [4, 12] were proposed to reduce the spatial redundancy when designing the architectures of CNNs. For example, Chen et al. [4] proposed to replace the vanilla convolution by the octave convolution. On the other hand, several network architectures [33, 39, 17] were proposed to reduce the temporal redundancy in 3D CNNs. TSN [33] uses the sparse temporal sampling strategy to reduce the computational cost for long-term temporal structure. ECO [39] mixes 2D and 3D networks to save computation. The goals of these methods [4, 12, 33, 39, 17] are to design new type of convolution operations or network architectures instead of compressing a given network. In contrast, we aim to compress a given model by jointly pruning the network along the spatial and channel dimensions for 2D CNNs, and along the spatial, temporal, and channel dimensions for 3D CNNs. Due to the newly designed convolution operations or network structures, these methods are not suitable for model compression as they need to train the models from scratch. Therefore, these approaches cannot transfer the information from the pre-trained model to the compressed model, which will degrade the performance of the compressed models. Moreover, these methods only focus on how to reduce the redundancy along one dimension (spatial or temporal). In contrast, our approach can jointly reduce the redundancies along multiple dimensions, which thus achieves better performance.

Multi-scale representation learning. Multi-scale representation learning [10, 30, 19] has been demonstrated to be effective for many computer vision tasks. For example, Elastic-Net [32] introduces the elastic module in CNNs to extract multi-scale feature representations. In [16], the features from multiple scales are concatenated to obtain the information from different scales. The goal of these multi-scale representation learning approaches is to capture the information of features at different scales, but our MDP framework aims to compress a given CNN to obtain a more efficient network.
Network architecture search. While our MDP method is also related to the network architecture search methods [20, 2], we aim to reduce the redundancies in CNNs by pruning a given model along different dimensions instead of searching the optimal network architecture as in [20, 2].

3. Multi-Dimensional Pruning

In this section, we take the process of compressing 3D CNNs as an example to introduce our MDP framework, which is a more general case. The algorithm for compressing 2D CNNs can be readily obtained.

3.1. Overview

Our MDP framework consists of three stages: the searching stage, the pruning stage, and the fine-tuning stage. In the searching stage, we firstly construct an over-parameterized network from any given original network to be pruned and then train this over-parameterized network by using the objective function introduced in Sec. 3.2.2. In the pruning stage, we prune the unimportant branches and channels in this over-parameterized network based on the importance scores learned in the searching stage. In the fine-tuning stage, we fine-tune the pruned network to recover from the accuracy drop.

3.2. The searching stage

3.2.1 Overview of the over-parameterized network

In the searching stage, we firstly construct an over-parameterized network from any given original network. The compressed model can be obtained by pruning this over-parameterized network. Figure 2 shows one convolutional layer (left) in the original network and its corresponding layer (right) in the over-parameterized network. We expand each convolutional layer into several parallel branches in the corresponding layer of the over-parameterized network. Since we only focus on one convolutional layer in most places in this section, we omit the index of this layer when introducing each operation except in Eq. (3), where the layer index is denoted as the superscript $l$ for the $l$-th layer.

In each branch, we perform the following operations: (1) We downsample the input tensor of the convolutional layer by applying average pooling along the spatial and/or temporal dimension. In our implementation, we downsample the input tensor to 4 different resolutions along the spatial dimension with four scaling factors 1, 2, 3, and 4, where the scaling factor of 1 means there is no downsampling operation (i.e., identity mapping). We also downsample the input tensor with four different scaling factors (1, 2, 3, and 4) along the temporal dimension. Therefore, the total number of branches in each layer of the over-parameterized network is $4 \times 4 = 16$ after performing the downsampling operation along the spatial and temporal dimensions. In Figure 2, we have three channels of the input tensor of this layer $X$ (the blue part) and each channel is represented as one blue block. There are 4 frames along the temporal dimension in each channel, which is represented as the depth of each blue block. For branch$_2$ in Figure 2, we downsample $X$ by
using the scaling factor of 2 and 1 along the spatial dimension and the temporal dimension, respectively. We obtain the downsampled tensor \( I^2 \) in branch \( 2 \), which is marked as green. In this case, the height/width of \( I^2 \) becomes half of the height/width of \( X \) while the number of frames is 4 in both \( X \) and \( I^2 \). Similar to the downsampling operation in branch \( 2 \), we downsample \( X \) by using the scaling factor of 4 and 2 along the spatial dimension and the temporal dimension in branch \( 1 \), respectively. The downsampled input tensor of this branch \( \Gamma \) is marked as yellow. In this case, the height/width of \( \Gamma \) become a quarter of the height/width of \( X \) and 4 frames in \( X \) are downsampled as 2 frames. (2) The downsampled tensor of each branch is fed into the convolutional layer. The parameters of the convolutional layers in all branches of the over-parameterized network are copied from the original network. (3) After the convolutional layer, we multiply each channel by a gate, which is e.g., \( \exp(\lambda_i) \). Suppose we have \( B \) branches in all branches of the over-parameterized network are learned by using the parameters of convolutional layers in the searching stage. (4) After the convolution operation, we upsample the output tensor of the convolutional layer to the original size so that the output tensors from different branches can be integrated without resolution mismatch. In our implementation, we choose the simple nearest neighbour interpolation method for the upsample operation because it does not require any computation and achieves good results in our proposed framework.

The upsampled tensors from multiple branches are integrated into the final output tensor of this layer in the over-parameterized network. Inspired by DARTS [20], we use weighted sum as the integration strategy and the weights are indicated as \( S(\cdot) \) in Figure 2.

### 3.2.2 Formulation

Formally, for constructing the over-parameterized network of 3D CNNs at each layer, let us denote the input tensor at this layer as \( X \in \mathbb{R}^{c_{in} \times d_{in} \times h_{in} \times w_{in}} \) where \( c_{in} \) is the number of input channels for this layer, \( d_{in} \) is the length of the input tensor along the temporal dimension, and \( h_{in} \) and \( w_{in} \) are the height and width of the input tensor, respectively. Similarly, the output tensor at this layer can be denoted as \( Y \in \mathbb{R}^{c_{out} \times d_{out} \times h_{out} \times w_{out}} \), where \( c_{out} \) is the number of output channels for this layer, \( d_{out} \) is the length of the output tensor along the temporal dimension, and \( h_{out} \) and \( w_{out} \) are the height and width of the output tensor, respectively. The convolutional layer connects the input tensor \( X \) and the output tensor \( Y \) by a given transformation (e.g., a convolution operation) \( T \), where \( Y = T(X) \). Suppose we have \( B \) branches for this layer in the over-parameterized network, the output tensor of this layer in the over-parameterized network can be written as follows:

\[
Y = \sum_{i=1}^{B} S(\lambda_i) \cdot U_i \{ T_i[A_i(X)] \},
\]

where \( A_i, T_i, \) and \( U_i \) are the average pooling operation, the transformation function, and the upscaling operation in the \( i \)-th branch at this layer, respectively. \( \lambda_i \) is the learnable parameter in the \( i \)-th branch and \( S(\cdot) \) is the softmax function, namely, \( S(\lambda_i) = \frac{\exp(\lambda_i)}{\sum_{i=1}^{B} \exp(\lambda_i)} \). Note \( S(\lambda_i) \) represents the importance score of the \( i \)-th branch at this layer.

Denote \( \Gamma^i \) as the pooled input tensor of the \( i \)-th branch at this layer after using the average pooling operation, i.e., \( \Gamma^i = A_i(X) \). Denote \( I^j_{i,:,:,:} \) as the \( j \)-th channel of \( \Gamma^i \). In the \( i \)-th branch, the output after performing the transformation operation \( T_i \) can be written as follows:

\[
O_{k,j,:,:,:}^i = g_{i,k} \cdot \sum_{j=1}^{c_{in}} I_{k,j,:,:,:}^i \ast W_{k,j,:,:,:}^i
\]

where \( O^i \) is the output tensor before the upsampling operation in the \( i \)-th branch and \( O^j_{k,:,:,:} \) is the \( k \)-th channel of \( O^i \). \( W^i \in \mathbb{R}^{c_{out} \times c_{in} \times d_{kr} \times h_{kr} \times w_{kr}} \) is the weight tensor for the convolution operation where the subscript \( kr \) denotes the kernel/filter. \( g_{i,k} \) is the gate value for the \( k \)-th channel in the \( i \)-th branch. \( \ast \) is the convolution operation. We omit the bias term and the activation function in Eq. (2) for better presentation.

### Objective function

After independently constructing the over-parameterized network at each layer, we train the over-parameterized network by using the following objective function, which is inspired by [21, 2]. For better presentation, we additionally introduce the superscript \( (l) \) to denote the corresponding symbols of the \( l \)-th layer in the following objective function.

\[
\arg\min_{\Theta, \lambda, G} \mathcal{L} = \mathcal{L}_c + \alpha \mathcal{L}_{st} + \eta \mathcal{L}_{gate},
\]

where \( \mathcal{L}_{st} = \sum_{l=1}^{L} \sum_{i=1}^{B^{(l)}} \sum_{j=1}^{S^{(l)}} \mathcal{S}(\lambda^{(l)}_{i,j}) \cdot \mathcal{F}(T^{(l)}_{i,j}) \),

\[
\mathcal{L}_{gate} = \sum_{l=1}^{L} \sum_{i=1}^{B^{(l)}} \sum_{j=1}^{S^{(l)}} \sum_{k=1}^{c_{out}^{(l)}} \| g^{(l)}_{i,k} \|_1.
\]

\( \mathcal{L}_c \) is the standard cross-entropy loss. \( \mathcal{L}_{st} \) is the penalty to control the computational complexity, with which we expect the importance scores of most branches are close to zero so that most branches will be removed in the pruning process. \( \mathcal{L}_{gate} \) is the \( l_1 \)-norm based regularizer that enforces the gate values \( g^{(l)}_{i,k} \) from most branches and channels to be close to zero so that these channels can be safely removed in the pruning process. \( L \) is the total number of layers in our network and \( B^{(l)} \) is the number of branches at the \( l \)-th layer. \( \Theta \) is the parameters of the whole network. At the searching stage, \( \Theta \) is initialized from the original network to be pruned. \( \lambda \) is the set containing the learnable parameters \( \lambda^{(l)}_i \) from all the layers, \( \lambda = \{ \lambda^{(1)}_1, \lambda^{(1)}_2, \ldots, \lambda^{(l)}_i, \ldots \} \).
where \( \lambda^{(i)}_l \) is the learnable parameter to obtain the importance score for the \( i \)-th branch at the \( l \)-th layer. \( G \) is the set containing the gate values for all channels from all layers, \( G = \{g^{(1)}_{1,1}, g^{(1)}_{1,2}, \ldots, g^{(l)}_{k,1}, \ldots\} \) where \( g^{(l)}_{i,k} \) is the gate value for the \( k \)-th channel of the \( i \)-th branch at the \( l \)-th layer. \( \mathcal{F}(T^{(i)}_l) \) denotes the number of floating point operations (FLOPs) of the transformation \( T^{(i)}_l \) at the \( l \)-th layer, which is widely used for computational complexity measurement. \( \alpha \) and \( \eta \) are two coefficients to balance different losses. \( \| \cdot \|_1 \) denotes the \( l_1 \) norm. We can control the compression ratio by adjusting the values of \( \alpha \) and \( \eta \). Specifically, higher values of \( \alpha \) and \( \eta \) will result in higher compression ratio.

3.3. The pruning stage

We perform the pruning process after the searching stage is finished. At each layer, we only select the branch with the largest importance score and prune other branches, and we also prune the channels with small gate values in the selected branch. In Figure 3, we show the pruning process for one convolutional layer. Here, we ignore the superscript \( .^{(i)} \) again for better presentation. Suppose the \( i \)-th branch in Figure 2 has the largest importance score \( S(\lambda_i) \). In this case, in the pruning stage, we keep the \( i \)-th branch and remove other branches at this layer. At the same time, let us assume the second channel of this branch has the largest importance score \( g_{i,2} \). Therefore, we preserve the second channel and remove the first channel. As shown in Figure 3, we finally arrive at the pruned network for this layer after the pruning stage.

3.4. The fine-tuning stage

We perform the fine-tuning process on the pruned network to recover from the accuracy drop. After the fine-tuning stage, the compressed model is obtained.

3.5. Compressing 2D CNNs

Compressing 2D CNNs by using our MDP framework is a special case of compressing 3D CNNs. For 2D CNNs, we only apply the average pooling operation for downsampling along the spatial dimension. Similar to the process of compressing 3D CNNs, we downsample the input tensor by using the scaling factors of 1, 2, 3, 4. In this case, we have 4 branches for each layer in the over-parameterized network. At the same time, we only upsample the output tensor of each branch along the spatial dimension. After constructing the over-parameterized network, the following stages are the same as those for pruning 3D CNNs.

3.6. Comparison with other methods

Our work is related to multi-scale representation learning approaches [16, 32] and channel pruning methods [21, 18]. However, our work is different from these methods in both motivation and formulation. The multi-scale representation learning approaches aim to capture the multi-scale information to improve the accuracy of CNNs. Therefore, multiple branches are selected and preserved in the final model in [16, 32]. In contrast to these two methods, our work aims to compress CNNs and only one branch is preserved in the compressed model. Although the channel pruning methods in [21, 18] also prune the channels based on the learnable importance scores, the spatial-temporal redundancy is not explored in their works [21, 18].

4. Experiments

In order to demonstrate the effectiveness our MDP framework, we compare our MDP approach with several state-of-the-art model compression methods, including ThiNet [25], Channel Pruning (CP) [8], Slimming [21], Width-multiplier (WM) [9], DCP [38], GAL [18], Taylor Pruning (TP) [24], Filter Pruning (FP) [15], and Regularization-based pruning (RBP) [36]. In contrast to these two methods, our work aims to compress CNNs and only one branch is preserved in the compressed model. Although the channel pruning methods in [21, 18] also prune the channels based on the learnable importance scores, the spatial-temporal redundancy is not explored in their works [21, 18].

Datasets. CIFAR-10 and ImageNet are used to evaluate the effectiveness of our proposed method when pruning 2D CNNs for the image classification task. CIFAR-10 consists of 50k training images and 10k testing images from 10 classes. ImageNet is a large dataset, which contains over 1 million training images and 50k testing images from 1000 categories. On the other hand, UCF-101 and HMDB51 are used to evaluate the performance of our MDP method when pruning 3D CNNs for the video classification task. Specifically, UCF-101 consists of 13,320 videos from 101 classes, while HMDB51 contains 6,766 videos from 51 classes.

Implementation details. Based on the original network, we apply our MDP approach to compress the model along
multiple dimensions. We adjust the #FLOPs by choosing different values of $\alpha$ and $\eta$. For image classification, we use the SGD optimizer with nesterov for optimization at the searching stage. On CIFAR-10, the initial learning rate, the batch size, and the momentum are set to 0.1, 256, and 0.9, respectively. The settings on ImageNet are the same as CIFAR-10 except that the initial learning rate is set to $10^{-2}$. In the fine-tuning stage, we follow [18] to fine-tune the pruned network with hint [25] from the last layer. The other settings are the same as the searching stage.

For the C3D model [31] used in the video classification task, we follow [36] to split each video into several non-overlapped clips with 16 frames as the input of the network. For Inflated 3D (I3D) ConvNet [34], we pre-train the model [1] based on kinetics [3, 11] and fine-tune the pre-trained model on UCF-101 and HMDB51 to obtain the original models before model compression. For fair comparison, we follow [1] to use the frame length of 32 as the input size. The initial learning rate, the batch size, and the weight decay are set to $10^{-3}$, 32, and $5 \times 10^{-4}$, respectively. The other settings are the same as ImageNet.

### 4.2. Results on ImageNet

In order to compare our proposed approach with other state-of-the-art methods on large-scale datasets, we compress ResNet-50 [6] and MobileNet-V2 [27] on ImageNet. We follow the setting in [8] to compare the Top-5 accuracy with other methods and the results are shown in Table 2.

To investigate the advantages by simultaneously reducing the redundancies along multiple dimensions, we also report the results from an alternative approach by using the step-by-step pruning strategy, which prunes the channels by using the DCP method in the first step and then reduces the spatial redundancy by using our MDP approach at the second step. The result is referred as DCP+SP in Table 2.

From Table 2, we have the following observations: (1) For ResNet-50, our MDP method outperforms other existing approaches, which indicates that it is beneficial to compress the model by using our MDP approach. (2) For MobileNet-V2, our proposed method surpasses other state-of-the-art approaches by more than 2.4% when #FLOPs are comparable, which is a significant improvement on the ImageNet dataset. (3) When comparing the DCP+SP approach with the DCP method, the DCP+SP approach performs better, which indicates that it is beneficial to additionally reduce the redundancy along the spatial dimension. (4) Our MDP framework outperforms the DCP+SP approach by 0.2%, which demonstrates the effectiveness of our MDP method to jointly prune models along multiple dimensions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGNet (Baseline 93.99%)</td>
<td>50.00 50.00 49.02 50.00 34.97 24.84</td>
<td>94.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNet-56 (Baseline 93.74%)</td>
<td>50.25 50.00 - 50.25 50.25 45.11</td>
<td>94.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MobileNet-V2 (Baseline 95.02%)</td>
<td>- - - 73.53 73.53 71.29</td>
<td>95.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison of Top-1 accuracies from different model compression methods for compressing VGGNet, ResNet-56, and MobileNet-V2 on the CIFAR-10 dataset. When using the CP method [8], we directly quote the results in the original work [8] for compressing ResNet-56. The other results are copied from the work in [38].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 (Baseline 92.94%)</td>
<td>44.44 44.44 44.44 45.47 45.06 44.29</td>
<td>94.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MobileNet-V2 (Baseline 90.56%)</td>
<td>55.25 55.25 55.25 86.34 - - 56.85</td>
<td>88.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison of Top-5 accuracies from different model compression methods for compressing ResNet-50 and MobileNet-V2 on ImageNet. For the state-of-the-art works, we directly quote the results from [38].
Table 3: Video-level accuracy comparison from different model compression methods on UCF-101 (Split 1). The results of the existing methods are based on our implementation. For the I3D model, we use ResNet-50 as the backbone.

The results on the ImageNet dataset clearly demonstrate that it is effective to use our proposed approach to simultaneously reduce the redundancies along multiple dimensions on large-scale datasets.

### 4.3. Results on UCF-101

In order to evaluate the performance of our MDP approach when pruning 3D CNNs, we conduct the experiments to compress C3D [31] and I3D [1, 34] on UCF-101 [29] (Split 1). We follow the setting in [34] to report the video-level accuracies. For the I3D model, we use ResNet-50 as the backbone.

The results are shown in Table 3. From Table 3, we observe that our MDP approach outperforms other channel pruning methods for compressing both the C3D and I3D models. Since the work RBP [36] only reports the clip-level accuracies for compressing the C3D model, we compare our MDP approach with the RBP method in terms of the clip-level accuracy. The clip-level accuracy is 76.38% with 50.00% #FLOPs for the RBP approach, while it is 78.06% with 49.89% #FLOPs for our MDP method. The results demonstrate the effectiveness of our MDP method for pruning 3D CNNs.

Table 4: Video-level accuracy comparison from different model compression methods on HMDB51 (Split 1). The results of the existing methods are based on our implementation. For the I3D model, we use ResNet-50 as the backbone.

4.4. Results on HMDB51

We also conduct more experiments on the HMDB51 dataset to further evaluate the performance of our MDP approach for pruning 3D CNNs. Similar to the experiments on UCF-101, we compress C3D and I3D on HMDB51 (Split 1) and report the video-level accuracies. The results are shown in Table 4. Again, our MDP approach consistently outperforms other baseline methods with lower #FLOPs, which further demonstrate the effectiveness of the proposed approach for compressing 3D CNNs.

4.5. Ablation study

4.5.1 Ablation study for 2D CNNs

In this section, we compress ResNet-56 on CIFAR-10 to investigate different components in our MDP approach for compressing 2D CNNs.

Effect of channel pruning. To investigate the effectiveness for pruning the channels in our MDP method, we perform the experiment to only reduce the spatial redundancy without pruning the channels, which is referred to as MDP w/o CP in Table 5. From Table 5, our MDP approach outperforms MDP w/o CP method by 1.43%, which indicates that it is effective to prune the channels in our MDP approach.

Effect of spatial pruning. To investigate the effectiveness for reducing the spatial redundancy in our MDP framework, we perform the experiment to only prune the channels without removing the spatial redundancy, which is referred to as MDP w/o SP in Table 5. From Table 5, our MDP method surpasses the MDP w/o SP approach by 0.9%, which indicates that it is effective to reduce the redundancy along the spatial dimension in our MDP approach.

The experimental results in Table 5 show that either the channel pruning or the spatial pruning alone does not perform better than our MDP method, which jointly performs both of them. Therefore, it is beneficial to jointly prune the models along multiple dimensions by using our MDP method.

Effect of \( \alpha \) and \( \eta \). We conduct more experiments to investigate the performance when choosing different values of \( \alpha \) and \( \eta \). For fair comparison, we adjust \( \alpha \) and \( \eta \) in Eq. (3) to obtain the compressed models with similar #FLOPs and compare their performance. The results are shown in Table 6. From Table 6, we have several observations: (1) The models with similar #FLOPs can be obtained by increasing one of the coefficients and decreasing the other one. (2)
Table 6: Accuracies of our MDP method by using different values of $\alpha$ and $\eta$ when pruning ResNet-56 on CIFAR-10.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\eta$</th>
<th>#FLOPs (%)</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \times 10^{-15}$</td>
<td>$1 \times 10^{-10}$</td>
<td>43.44</td>
<td>94.18</td>
</tr>
<tr>
<td>$2 \times 10^{-14}$</td>
<td>$1 \times 10^{-11}$</td>
<td>43.53</td>
<td>94.26</td>
</tr>
<tr>
<td>$2 \times 10^{-13}$</td>
<td>$1 \times 10^{-12}$</td>
<td>45.11</td>
<td>94.39</td>
</tr>
<tr>
<td>$2 \times 10^{-12}$</td>
<td>$1 \times 10^{-13}$</td>
<td>45.47</td>
<td>94.23</td>
</tr>
<tr>
<td>$2 \times 10^{-11}$</td>
<td>$1 \times 10^{-14}$</td>
<td>45.03</td>
<td>94.22</td>
</tr>
</tbody>
</table>

Table 7: Video-level accuracies of our MDP approach and its variants for pruning C3D on UCF-101, which includes MDP without pruning the channels (MDP w/o CP) and MDP without reducing the spatial-temporal redundancy (MDP w/o STP).

<table>
<thead>
<tr>
<th>Method</th>
<th>#FLOPs (%)</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDP w/o CP</td>
<td>49.54</td>
<td>76.92</td>
</tr>
<tr>
<td>MDP w/o STP</td>
<td>49.50</td>
<td>77.66</td>
</tr>
<tr>
<td>MDP</td>
<td>49.89</td>
<td>80.17</td>
</tr>
</tbody>
</table>

With similar #FLOPs, the performance of the compressed model obtained by using different values of $\alpha$ and $\eta$ are comparable, which shows the performance of our MDP approach is not sensitive to the coefficients $\alpha$ and $\eta$.

4.5.2 Ablation study for 3D CNNs

To investigate the effectiveness of different components in our MDP method for compressing 3D CNNs, we perform the experiments to compress C3D on UCF-101 and report the video-level accuracies. In 3D CNNs, the spatial-temporal redundancy exists along both the spatial and the temporal dimensions.

We firstly perform the experiment to only reduce the spatial-temporal redundancy without pruning the channels in the C3D model, which is referred to as MDP w/o CP in Table 7. We also perform the experiment to only prune the channels without reducing the spatial-temporal redundancy in the C3D model, which is referred to as MDP w/o STP. From Table 7, our MDP method outperforms the alternative approach MDP w/o CP, which indicates that it is effective to prune the channels for compressing 3D CNNs in our MDP method. Our MDP method also surpasses the alternative approach MDP w/o STP by 2.51%, which demonstrates the effectiveness of our MDP approach for reducing the spatial-temporal redundancy when compressing 3D CNNs.

4.6. Branch selection analysis

In Figure 4, we report the index of selected branch (i.e., the selected scaling factor for the downsampling operation) for each convolutional layer in the compressed ResNet-50 model on the ImageNet dataset. From Figure 4, it is interesting to see that the branches with higher downsampling scaling factor (e.g., the index of selected branch is 4) tend to appear in the shallower layers (close to the input of CNNs), while the branches with lower downsampling scaling factor (e.g., the index of selected branch is 1) tend to appear in the deeper layers (close to the output of CNNs). We hypothesize that the feature maps in the shallower layers have higher resolutions, which indicates more redundancy along the spatial dimension. On the other hand, the feature maps in the deeper layers have lower resolutions along the spatial dimension, which indicates there is less redundancy along this dimension. It is also worth mentioning that we do not reduce the resolution (i.e., the index of selected branch is 1) for most of the branches from layer 29 to layer 48, which suggests that the spatial redundancy in the deeper layers of the ResNet-50 model can be neglected possibly because of low spatial resolutions in these deep layers.

5. Conclusion

In this work, we have proposed a unified model compression framework called Multi-Dimensional Pruning (MDP) to compress 2D CNNs along the channel and spatial dimensions, and 3D CNNs along the channel, spatial, and temporal dimensions. In contrast to the existing model compression approaches that only reduce the redundancy along one certain dimension, our proposed framework can simultaneously reduce the redundancies along multiple dimensions and thus significantly accelerate CNNs when they are deployed on resource constrained platforms. Comprehensive experiments on four benchmark datasets demonstrate the effectiveness of our MDP method for pruning both 2D CNNs and 3D CNNs.
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