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Abstract

Composed query image retrieval is a new problem where the query consists of an image together with a requested modification expressed via a textual sentence. The goal is then to retrieve the images that are generally similar to the query image, but differ according to the requested modification. Previous methods usually consider the image as a whole. In this paper, we propose a novel method that represents the image using a set of local areas in the image. The relationship between each word in the modification text and each area in the image is then explicitly established, allowing the model to accurately correlate the modification text to parts of the image. We conduct extensive experiments on three benchmark datasets. The results show that our method outperforms other state-of-the-art approaches by a considerable margin.

1. Introduction

Image retrieval [29, 19] problem has always been at the heart of computer vision research for its practical applications in query-based systems. Image retrieval systems can be used for many downstream tasks, such as person re-identification [39, 17, 9] and product search [11, 1]. A challenge of image retrieval is how to formulate the query in a way that captures the user’s intention as much as possible. A de facto paradigm in image retrieval systems is to take a query/reference image, process it and return a set of candidate images as the most similar ones to the input query.

Despite the simplicity of formulating a user query this way, it suffers from a fundamental problem – it requires users to express precisely what they have in mind using a single image. In many cases, it is not practical to assume that the user’s intention can be conveyed using a single image as the query. In this paper, we consider the composed query image retrieval problem first introduced in [35]. In this problem setting, the query to an image retrieval system consists of an image and the desired modification expressed in terms of a sentence. This sentence states the changes a user wants to be applied to the query image. This setting gives the user the flexibility to express their intention in a more natural and meaningful way – the user does not need to express his/her query using only a query image. We call it the composed query since the query is composed of a reference image and an accompanying modification text. Figure 1 shows an illustration of the composed query image retrieval setting.

A modification text usually refers to one or more “entities” in the image that should be changed. For example, in Fig. 1, the desired change (“make bottom right gray object purple”) is only related to a few entities in the image (the bottom right object in this case). This is the key motivation for our proposed method. In contrast to other approaches in the image retrieval domain [35, 29] which consider an image as a whole, we propose to treat an image as a set of local “entities”. We argue that grounding the input modification text to different semantic areas in the reference image is crucial for the composed query image retrieval problem.

To this end, our proposed method first extracts the features for a set of local areas in the image. We name each of these local regions an “entity”. The set of features and the modification text are then processed using separate branches with self-attention layers. Later a cross-modal module learns a joint representation of the query image and the modification text by leveraging attention mechanism to correlate each word to each entity in the image. During testing, a candidate target image is processed and represented through its entities’ features. The joint representation of the query and the target images are then compared to each other for retrieval. Our proposed method also includes an auxiliary module that enhances the representation learning process through an additional objective function. The formulation of this module allows us to use it as a standalone coarse retrieval network during inference. This module can be used to quickly filter out the most dissimilar candidate images for each query without passing them to the main pipeline.

The contributions of this work are manifold:

- We propose a novel approach for the composed query image retrieval task. Different from previous work [35] that represents an image as a whole, our
codes for images by putting a constraint on the quantization function in the Cauchy distribution which explicitly forces

\[ \text{image retrieval approaches use some form of deep learning.} \]

Figure 1: Overview of the composed query image retrieval. The query consists of a reference image and a sentence describing the changes one wants to be applied for retrieved images. The output is a set of images that are most similar to the query with the requested changes.

method considers the image as a set of local semantic entities. This allows our method to effectively capture detailed relationship between the modification text and each local entity in the image.

- We propose an auxiliary module that further improves the performance. It can also be used to improve the efficiency during testing by filtering out candidate images without sacrificing too much in terms of the accuracy.

- The proposed method is extensively evaluated on three benchmark datasets and consistently outperforms other state-of-the-art approaches.

2. Related Work

In this section, we review previous work in two lines of related research, namely image retrieval and multi-modal learning.

2.1. Image Retrieval

While traditional image retrieval approaches use manually designed features from the image [7], most modern image retrieval approaches use some form of deep learning [36, 13]. Depending on the type of queries, image retrieval falls into a number of categories. Content-based image retrieval (CBIR) is the problem setting in which the query is in the form of a single image. This setting has been extensively explored for the tasks of face recognition and product search [22, 28, 41]. Another line of research formulates CBIR as learning hashing codes from images such that the query and the corresponding retrieved image(s) have a smaller distance in a certain space (e.g. Hamming, Euclidean). Deep quantization network [6] aims to find more optimal hash codes for images by putting a constraint on the quantization error. Deep Cauchy hashing [5] uses a pairwise loss function in the Cauchy distribution which explicitly forces similar images to have a distance smaller than a certain radius in the Hamming space.

There is also work on using other modalities as the query for image retrieval. In [4, 24], the use of a coarse sketch of an image as the query is explored. This setting makes the problem more challenging yet more practical for users. By modeling the query as a textual input, Wang et al. [37] propose a dual network that learns to push the textual input and the corresponding image together in an embedding space. Our work is different from all these approaches in that our query is a reference image and a modification text requested by the user to be applied to the image. Vo et al. [35] propose the first work on using this type of composed queries for image retrieval.

2.2. Multi-modal Learning

There has been lots of work on computer vision tasks that involve multi-modal data (e.g. images and text), such as visual question answering (VQA) [2, 30, 3, 32], image captioning [34, 40]. VQA approaches take an image as the reference and try to answer textual questions about the image. Image captioning takes an image as the input and produces a textual description of the image. Xu et al. [40] introduce the notion of attention in the visual domain with application to image captioning. Recently, self-attention [33] has been popular in many computer vision tasks [32, 31, 27]. We also use variations of self-attention in our work to capture a richer representation of images and the modification text.

3. Proposed Method

Let \((\mathcal{I}, \mathcal{M}, \mathcal{L})\) be the query image, the modification text, and a candidate target image, respectively. Our proposed method first defines and extract features for a set of local regions in the image. We use these features as the representation of the image, \(\mathcal{I}\). Then we learn a joint representation \(f(\mathcal{I}, \mathcal{M})\) that captures the visual and linguistic information from \((\mathcal{I}, \mathcal{M})\). This is achieved using self and cross modal attention mechanisms, correlating each word in the modification text to each region in the image. We also learn a feature representation \(g(\mathcal{L}_i)\) for the target image. For the ground-truth target image, \(\mathcal{L}_i\), the two vectors \(f(\mathcal{I}, \mathcal{M})\) and \(g(\mathcal{L}_i)\) are expected to be similar. The formulation of AM allows us to use it as a standalone coarse retrieval network; it can reject the most dissimilar target candidates for each query in an early stage and without entering the main pipeline. During inference, AM first predicts an importance vector based on the joint representations of the query image and modification text. Based on the predicted vector, it then computes a weighted representation of each target candidate. Finally, those candidates whose weighted representations are in distant with that of joint representation of query by a predefined threshold, are rejected and not entered into the next fine retrieval stage. Empirically we show
this simple strategy can effectively filter out more than 60% of test candidates per query. Figure 2 depicts the overall architecture of our method.

3.1. Image Representation with Locally Bounded Features

Previous approaches for image retrieval tasks usually consider the entire image as a single entity, i.e., processing the entire image at once using a CNN [35, 13]. While this works well in the traditional image retrieval settings, the composed query image retrieval problem requires a richer and more detailed understanding of the image. In this paper, we propose to divide the image into locally bounded entities and process the image at the region level.

Region Visual Features: Given an input image \( \mathcal{I} \), we first apply a pre-trained region proposal network [25] to extract \( K \) regions in the image. Each region is then represented as a CNN feature vector, i.e., \( \mathcal{I} = \{e^1, e^2, \ldots, e^K\} \) where \( e^i \in \mathbb{R}^{d_c} \) is the feature vector of the \( i \)-th region.

Region Positional Features: Composed queries often contain positional words (e.g., “replace the oval right to the circle with a red triangle.”). For this task, it is important to effectively represent the layout of the image and the spatial relationships between different objects in the image. In order to capture the spatial information of each region, we calculate a positional feature vector \( p^i \in \mathbb{R}^{d_p} \) encoding the normalized (x-location, y-location, width, height) information of the \( i \)-th region as:

\[
p^i = \text{Linear} \left( \left[ N(x^i), N(y^i), N(w^i), N(h^i) \right] \right)
\]

where \([\cdot]\) is concatenation operator, \((x^i, y^i, w^i, h^i)\) denote (x-location, y-location, width, height) of the \( i \)-th region. \( N(\cdot) \) normalizes its input between 0 to 1. We then use a linear layer to map the result to a \( d_p \)-dimensional vector (\( d_p = 2048 \)).

Image Representation: Finally, we average the visual and positional features for each region, and pass through a linear layer to change the feature dimension for each region to \( d_v = 768 \) via a fully connected layer. We then use a self-attention based multi-layer visual embedding processing (VEP) module to get the final feature representation of the image \( V(\mathcal{I}) \):

\[
c^i = \text{Linear} (\text{avg}(e^i, p^i))
\]

\[
C_1 = \{c^1, c^2, \ldots, c^K\}
\]

\[
V(\mathcal{I}) = V\text{EP}(C_1)
\]

where \( C_1 \) is the input to the first layer of VEP. Generally, the \( l \)-th layer of VEP takes the output of previous layer \( C_{l-1} \) as the input, then applies a self-attention (scaled dot-product attention) [33, 8] and passes it through a linear layer to generate the input for the next layer:

\[
C_{l+1} = \text{Linear} (S\text{A}(C_l)), \text{ where} \quad (5)
\]

\[SA(C_l) = \text{Softmax}\left(\frac{C_l C^T_{l+1}}{\sqrt{d_v}}\right)C_l \] (6)

where \( S\text{A}(\cdot) \) denotes the self attention operation, \( C_l, C_{l+1} \in \mathbb{R}^{K \times d_v} \) and \( d_v = 768 \) is the feature dimension of VEP. In the end, the output of the last layer of VEP is used as the image representation \( V(\mathcal{I}) \in \mathbb{R}^{K \times d_v} \).

We can then perform an average pooling over the first dimension of \( V(\mathcal{I}) \) to obtain a feature vector as:

\[g(\mathcal{I}) = \text{Pool}(V(\mathcal{I})) \] (7)

where \( \text{Pool}(\cdot) \) denotes the average pooling operation and \( g(\mathcal{I}) \in \mathbb{R}^{d_v} \) is the visual feature vector of the image \( \mathcal{I} \).

3.2. Modification Text Features

In this section, we introduce a textual embedding processing (TEP) module that processes the composed query sentence \( \mathcal{M} \) which is a sequence of \( n \) words. We start with tokenizing the sentence using WordPiece [38, 8] to obtain the split word list \( \{w^i\}_{i=1}^n \). Each word and its absolute position in the sentence are then mapped to a vector of size \( d_w = 768 \) (i.e., the same dimension as \( g(\mathcal{I}) \)) using two separate embedding layers, namely \( \text{Emb}(\cdot) \) and \( \mathcal{P}(\cdot) \), respectively. The final representation for the \( i \)-th word in the sentence is then \( w^i_v = \text{Emb}(w^i) + \mathcal{P}(w^i) \). The initial input to TEP is then the sequence of word representations \( \mathcal{W}_1 = \{w^1\}_1^n \). Similar to the visual embedding module, the textual embedding processing module consists of multiple layers where each layer is a self-attention module followed by a linear transformation to shape the final representation. The output of each layer in TEP is the input to the next layer:

\[
\mathcal{W}_{l+1} = \text{Linear}(S\text{A}(\mathcal{W}_l)), \text{ where} \quad (8)
\]

\[SA(\mathcal{W}_l) = \text{Softmax}\left(\frac{\mathcal{W}_l \mathcal{W}^T}{\sqrt{d_w}}\right)\mathcal{W}_l \] (9)

\( T(\mathcal{M}) \in \mathbb{R}^{n \times d_w} \) is the output of the last layer of TEP.

3.3. Feature Fusion

For the composed query image retrieval task, the query consists of a reference image and a modification text expressed as a sentence. It is important to have an effective way of integrating the information from these two different modalities. The method in [35] directly combines the feature vector of the entire query sentence with the feature vector of the entire image. We argue that this is not the most effective way to perform the fusion. Intuitively, the composed query image retrieval task requires a detailed understanding of the linguistic information of the words and the visual information in different regions in the image. In this section, we incorporate a cross-modal attention module to fuse these two modalities.
Figure 2: Overview of the proposed method. Light blue area (middle) is the main network, light pink (bottom left) is the auxiliary module, helping the main network to learn a better representation of query and target image by imposing the additional objective function. After a set of region features are extracted for source and target images using the visual extractor several layers of self-attention is applied in TEP and VEP on modification text and images, respectively. A joint representation of source image and modification text is computed in the cross-modal module using a special form and scaled dot product attention mechanism. The auxiliary module can work as a standalone coarse retrieval network in testing (see Sec. 3.5). Best viewed in color.

The cross-modal attention module consists of $L$ layers in which language and visual features are fused. Each layer (except the last layer) consists of two parallel similar sub-modules (with independent weights) processing visually attended language features and linguistically attended visual features. Intuitively, these two sub-modules progressively generate a richer representation of language and visual features. This results in a joint representation (denoted as $f(I, M)$) of the source image and the modification text. We use $V_0(I) \in \mathbb{R}^{K \times d_v}$ to denote the visual features of regions in the image $I$ (Sec. 3.1) and $T_0(M) \in \mathbb{R}^{n \times d_w}$ to denote the linguistic features of the modification text $M$ (Sec. 3.2). More specifically in the $l$-th layer ($l = 0, 1, ..., L - 1$) of this module, the linguistically attended visual features are computed as follows:

$$\hat{V}_l = CA(V_l, T_l(M))$$

(10)

where $V_l(I) \in \mathbb{R}^{K \times d_v}$ is the language attended visual features input of the $l$-th layer. $CA(\cdot, \cdot)$ is self attention operation. $CA(\cdot, \cdot)$ is the multi-modal version of scaled dot product attention where key and value pair comes from one modality and query from the other modality. $T_l \in \mathbb{R}^{n \times d_w}$ is the visually attended language feature at the $l$-th layer. Similarly, visually attended linguistic feature are also calculated:

$$\hat{T}_l = CA(T_l(M), V_l(I))$$

(14)
where 

\[ f(I, M) = \text{Pool}(V_L) \] (18)

where \( f(I, M) \in \mathbb{R}^{d_v} \).

### 3.4. Similarity Learning

Given a query image \( I \), a modification text \( M \), and a set of \( k \) candidate target images \( C = \{ I_t \} \cup \{ I_c \}_{i=1}^{k-1} \), where \( I_t \) is the ground truth target image for the \((I, M)\) pair. The main learning objective is to learn the model parameters so that the joint representation of the query image \( I \) and the modification text \( M \) is close to the representation \( g(I_t) \) of the target image \( I_t \), while being far apart from the feature representation of other candidate images. We can formulate the objective as follows:

\[ \text{sim}(f(I, M), g(I_t)) \gg \text{sim}(f(I, M), g(I_c)) \] (19)

where \( i = 1, 2, \ldots, k-1 \). Here \( \text{sim}(\cdot, \cdot) \) can be any similarity function. Similar to [35], we use the dot product as the similarity function \( \text{sim}(\cdot, \cdot) \).

Following [35], we consider two different loss functions for the learning, namely the soft triplet loss and the batch classification loss. The soft triplet loss is defined as follows:

\[ \mathcal{L}_{ST} = \sum_{i=1}^{k-1} \log \left( 1 + \frac{\exp \left( \text{sim}(f(I, M), g(I_t)) \right)}{\exp \left( \text{sim}(f(I, M), g(I_c)) \right)} \right) \] (20)

\( \mathcal{L}_{ST} \) is then summed across the query images in the batch.

The batch classification loss views the metric learning as a batch-based classification problem in which the modified image representation should be closest to the respective ground-truth target image comparing to all other target candidates in the batch:

\[ \mathcal{L}_{BC} = \frac{1}{|B|} \sum_{i=1}^{|B|} \log \left( 1 + \frac{\exp \left( \text{sim}(f(I, M_t), g(I_t)) \right)}{\sum_{j=1}^{|B|} \exp \left( \text{sim}(f(I, M_t), g(I_{c_j})) \right)} \right) \] (21)

where \( B \) is the batch and \( i \)-th sample in \( B \) is composed of triplet \((I_t, M_t, I_c)\).

### 3.5. Auxiliary Module

In this section, we propose another auxiliary module to further improve the efficiency and effectiveness of the learning.

Given an image \( I \), after extracting region features using a region proposal network (Sec. 3.1), the image can be represented as a \( 2 \times d_v \) representation in \( \mathbb{R}^{K \times d_v} \). We then calculate a compact vector representation of the image via average pooling over \( K \) entities (regions), yielding \( h(I) \in \mathbb{R}^{d_v} \), where \( h(I) \) is the vector representation of \( I \). We then apply an element-wise soft-sign function on \( h(I) \) as:

\[ \hat{h}(I) = Sg(h(I) + 1)/2 \] (22)

where \( Sg(\cdot) \) is the element-wise soft-sign function.

The auxiliary module has only 3 linear layers on top of the main network (see Fig. 2). The input to this module is \( f(I, M) \in \mathbb{R}^{d_v} \). The output of this module is a vector \( b(I, M) \in \mathbb{R}^{d_v} \), where each element of \( b(I, M) \) is a value between 0 and 1. We can interpret each element of \( b(I, M) \) as an important score used to reweight the corresponding element in \( h(I) \).

We then define the following auxiliary loss of this mod-

\[ \mathcal{L}_A = \sum_{i=1}^{|B|} \log \left( 1 + \frac{\exp \left( \text{sim}(f(I, M_t), g(I_t)) \right)}{\sum_{j=1}^{|B|} \exp \left( \text{sim}(f(I, M_t), g(I_{c_j})) \right)} \right) \] (20)
ule as:
\[
L_B = L_2(\hat{h}(I) * b(I, M), \hat{h}(I_c) * b(I, M)) - \\
L_2(\hat{h}(I) * b(I, M), \hat{h}(I_c) * b(I, M)) + 1
\] (23)
where \(I\) is a query image, \(I_c\) is the ground-truth target image, \(I_{c_i} \neq I_o\) is a random candidate target image in the batch, and \(L_2(\cdot)\) denotes the \(L_2\) norm of a vector. Intuitively, this loss function uses the \(L_2\) distance of the feature vector \(\hat{h}(\cdot)\) weighted by \(b(I, M)\) to measure the distance between the source and the target images.

During inference we first compute \(b(I, M)\). We then calculate \(\hat{h}(I)\) and \(\hat{h}(I_{c_i})\) for all the images in set of candidate target images. Note that since \(\hat{h}(I_{c_i})\) requires only a simple average pooling, the computation of \(\hat{h}(I_{c_i})\) is much more efficient than \(g(I_{c_i})\) which requires multi-layer self attentions. We can then use \(\hat{h}(\cdot)\) to do a coarse retrieval and filter out those candidates whose distance with \(\hat{h}(I)\) is greater than a defined threshold \(\theta\). Those candidates whose distance with \(\hat{h}(I)\) is less than \(\theta\) will be further processed by the main network for fine retrieval. The final loss for training our proposed method is then \(L_{TS} (or L_{BC}) + L_B\). Fig. 3 exhibits how our auxiliary module works in training.

4. Experimental Setup and Results

We compare the performance of the proposed method with state-of-the-art approaches on three benchmark datasets: Fashion200K [12], MIT States [14], and CSS [35]. Following [35], we use the Recall@K metric for comparison. This metric calculates the percentage of test queries for which the ground-truth target image is among the top \(K\) retrieved images. We report the performance for \(K = \{1, 5, 10, 50\}\). Following prior work in [35], we use the soft triplet loss (\(L_{ST}\)) on the MIT States dataset and the CSS dataset, and use the batch classification (\(L_{BC}\)) loss on the Fashion200K dataset. We repeat the experiment 5 times on each dataset and report the mean/variance on each dataset.

We use PyTorch to implement our approach. We compare our method with TIRG [35], FiLM [23], Relationship [26], Parameter Hashing [21], Show and Tell [34], Attribute as Operator [20] and the method of [12]. We use the pre-trained model provided by [2] with a Faster-RCNN [25] backbone for extracting the visual feature from each region proposal. This pre-model is trained on the MSCOCO dataset [10, 18] consisting of 123K images. For each region proposal, we have a 2048-d feature vector along with a 4-d spatial position encoding vector.

There are 2 layers in each of \(VEP, TEP,\) and cross-modal modules. The auxiliary module has 3 linear layers, where each linear is followed by ReLU. The first layer changes the channel dimension of its input from 768 to 1024, the second layer from 1024 to 2048, and the last layer keep the channel dimension at 2048. The main network is trained using Adam optimizer with linear-decayed learning rate [32] (LR = \(1e^{-5}\)) and Adam optimizer [16] is used to optimize the weights of the auxiliary module (LR = \(1e^{-1}\)). We run the experiments in two settings. The first setting (denoted as “big”) extracts 36 region proposals for each image, while the second setting (denoted as “small”) extracts only 18 region proposals. Note that all the reported numbers use the auxiliary module during training (i.e. disabling it in inference). The results of using the auxiliary module as a coarse retrieval network are presented as ablation studies in Sec. 5.

4.1. Results on Fashion200K

The Fashion200K dataset [12] includes about 200K image of clothing images. Each sample is an image of a piece of a dress with accompanying attributes as the description \((e.g.\) black leather jacket\)). This is a very challenging dataset since the visual difference between samples is often subtle. To generate training triplets, we follow [35, 12] and consider two images as the source and the target if they differ in their product description in one word. The modification text is then the different attribute between the source and the target, and is generated on the fly \((e.g.\) “change blouse to dress”\)). Using this setting, there are 172K training triplets and 31K testing triplets.

Results on this dataset are shown in Table 1. Our proposed method outperforms other approaches in all the metrics with a remarkable 26% performance improvement over TIRG [35] in terms of the Recall@1 metric. We believe that this improvement is due to the fact that our proposed method operates on regions instead of the whole image. This allows our method to more effectively capture the rela-

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall@1 (K=1)</th>
<th>Recall@10 (K=10)</th>
<th>Recall@50 (K=50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baselines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image only [35]</td>
<td>3.5</td>
<td>22.7</td>
<td>43.7</td>
</tr>
<tr>
<td>Text only [35]</td>
<td>1.0</td>
<td>12.3</td>
<td>21.8</td>
</tr>
<tr>
<td>Concat [35]</td>
<td>11.9±1.0</td>
<td>39.7±1.0</td>
<td>62.6±0.7</td>
</tr>
<tr>
<td>SOTA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Han et al. [12]</td>
<td>6.3</td>
<td>19.9</td>
<td>38.3</td>
</tr>
<tr>
<td>Show and Tell [34]</td>
<td>12.3±1.1</td>
<td>40.2±1.7</td>
<td>61.8±0.9</td>
</tr>
<tr>
<td>Param. Hash. [21]</td>
<td>12.2±1.1</td>
<td>40.0±1.1</td>
<td>61.7±0.8</td>
</tr>
<tr>
<td>Relationship [26]</td>
<td>13.0±0.6</td>
<td>40.5±0.7</td>
<td>62.4±0.6</td>
</tr>
<tr>
<td>FiLM [23]</td>
<td>12.9±0.7</td>
<td>39.5±2.1</td>
<td>61.9±1.9</td>
</tr>
<tr>
<td>TIRG [35]</td>
<td>14.1±0.6</td>
<td>42.5±0.7</td>
<td>63.8±0.8</td>
</tr>
<tr>
<td>Ours (big)</td>
<td>17.78±0.6</td>
<td>48.35±0.6</td>
<td>68.5±0.6</td>
</tr>
<tr>
<td>Ours (small)</td>
<td>16.26±0.6</td>
<td>46.90±0.3</td>
<td>71.73±0.6</td>
</tr>
</tbody>
</table>

Table 1: Results on the Fashion200K dataset. The numbers of other approaches are adopted from [35]. The proposed method outperforms other state-of-the-art approaches in terms of Recall@K metrics. In particular, our proposed method gains a 26% performance boost over the previously best result in terms of Recall@1.
3.5 Results on MIT States dataset

The MITStates dataset [14] contains about 60K images. Each image is annotated with a noun and an adjective. In total, the images are annotated using 245 unique nouns and 115 unique adjectives. Following the standard train and test splits provided by [35], there are about 43K training samples and 80 nouns are used for training. The rest is kept for testing.

Table 2 shows the result for the proposed method and other state-of-the-art approaches on this dataset. Our method outperforms others by a large margin. For example, our method achieves 14.72 in Recall@1 which corresponds to ~20% performance boost over Relationship [26] and TIRG [35] methods. Again, we observe that the results are better when using 36 region proposals (“big”).

4.3. Results on CSS Dataset

The CSS dataset [35] is a synthetic dataset of images containing several different geometric objects (sphere, cube, etc.) sitting in a variety of layouts. CSS has been produced on top of the CLEVR platform [15]. It contains about 19K training images and 18K testing images, respectively. Modification text for this dataset falls into three categories: adding new objects to the scene, removing objects from the image, and changing the attributes of the current objects in the image. This dataset is especially interesting. Unlike other datasets that have relatively simple modification text, the CSS dataset contains more complicated modification text with positional words. For instance, a modification text can be “add a cube to the right of the sphere.”. We use the 3D and 2D versions of the dataset in our experiments and report the measured Recall@{1,5}. The 2D version is more challenging since it corresponds to the situation where the source and target distributions are different. Table 3 shows the result of experiment on this dataset. Consistent with other experiments, our proposed method is able to outperform other state-of-the-art on this dataset as well. Again, the results are better when we use the model with more region proposals (i.e. “big”).

5. Ablation Studies and Discussions

In this section, we conduct ablation studies to investigate the effect of various components of the proposed method. We conduct our studies on the CSS (3D) dataset as it provides the most challenging modification text among all datasets.

**Effect of \( \mathcal{L}_B \):** As discussed in Sec. 3.5, the auxiliary module is a lightweight module that can be applied on top of any composed query image retrieval system as long as the system provides a vector representation of the composed query and target image(s). First, we analyze the role of this module on the overall performance. In the first two rows of Table 4, we show the results of with and without this module training. Here we do not use this module to filter out any candidate images (i.e. all test images go through the main network). The results show that using \( \mathcal{L}_B \) provides addi-


Table 4: Ablation studies results on CSS (3D) dataset. First two rows exhibit the additional loss function role in overall performance: the performance boosts when the additional loss function is added to the main loss function. Last two rows shows average rejection rate and overall performance when AM is used as an early rejection network in inference mode.

\[
\text{ACRR} = 1 - \frac{\sum_{i=1}^{\|TQ\|} 1(\text{Dist}(X(I), X(I_c)) < \theta)}{|TQ| \times |CI|}
\]

where \( TQ \) and \( CI \) are the set of all testing queries and candidate images, respectively. \( \text{Dist}(\cdot, \cdot) \) and \( 1(\cdot) \) are the \( L1 \) and indicator functions, respectively. Intuitively, \( \text{ACRR} \) measures the percentage of test candidates that have been filtered on average (a higher \( \text{ACRR} \) corresponds to more candidate images being filtered out). The last two rows in Table 4 show the result with different values of the \( \theta \) threshold. For example, when setting \( \theta = 100 \), we can filter out 75.24\% of the candidate images during testing. This greatly improves the efficiency of the method without significantly sacrificing the overall accuracy.

**Qualitative Examples:** Fig. 4 shows some qualitative examples of our method. Each row shows a reference image, the desired changes in terms of a modification text, and the retrieved images from the test set.

**6. Conclusion**

We have proposed a novel approach for the problem of composed query image retrieval. Our proposed method represents the input image as a set of local regions (entities). We then learn a bidirectional correlation between the words in the modification text and local areas in the image. Besides, we propose an auxiliary module that can be used to effectively filter out candidate images during testing. This can improve the efficiency of the method without sacrificing too much on the accuracy. Through extensive experiments, we demonstrate that our proposed method outperforms other state-of-the-art methods by a large margin.
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