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Abstract

Most recent 6D pose estimation frameworks first rely on

a deep network to establish correspondences between 3D

object keypoints and 2D image locations and then use a

variant of a RANSAC-based Perspective-n-Point (PnP) al-

gorithm. This two-stage process, however, is suboptimal:

First, it is not end-to-end trainable. Second, training the

deep network relies on a surrogate loss that does not di-

rectly reflect the final 6D pose estimation task.

In this work, we introduce a deep architecture that di-

rectly regresses 6D poses from correspondences. It takes

as input a group of candidate correspondences for each 3D

keypoint and accounts for the fact that the order of the cor-

respondences within each group is irrelevant, while the or-

der of the groups, that is, of the 3D keypoints, is fixed. Our

architecture is generic and can thus be exploited in con-

junction with existing correspondence-extraction networks

so as to yield single-stage 6D pose estimation frameworks.

Our experiments demonstrate that these single-stage frame-

works consistently outperform their two-stage counterparts

in terms of both accuracy and speed.

1. Introduction

Detecting 3D objects in images and computing their

6D pose must be addressed in a wide range of applica-

tions [11, 31, 48, 29], ranging from robotics to augmented

reality. State-of-the-art approaches [39, 41, 32, 16, 13, 36,

54, 34, 24] follow a two-stage paradigm: First use a deep

network to establish correspondences between 3D object

points and their 2D image projections, then use a RANSAC-

based Perspective-n-Point (PnP) algorithm to compute the 6

pose parameters [9, 20, 40, 47, 21, 18, 7, 46].

While effective, this paradigm suffers from several

weaknesses. First, the loss function used to train the deep

network does not reflect the true goal of pose estimation, but

encodes a surrogate task, such as minimizing the 2D errors

of the detected image projections. The relationship between

such errors and the pose accuracy, however, is not one-to-

(a) (b)

Figure 1: Motivation. Consider the modern 6D pose estimation

algorithm of [13] that uses a deep network to predict several 2D

correspondences for each of the eight 3D corners of the pitcher’s

bounding box. (a) Because it minimizes the average 2D error of

these correspondences, two instances of such a framework could

produce correspondences that differ but have the same average ac-

curacy, such as the green and the red ones. As evidenced by the

projected green and red reference frames, applying a RANSAC-

based PnP algorithm to these two sets of correspondences can

yield substantially different poses. (b) Even when using only the

set of green correspondences, simply changing their order causes

a RANSAC-based PnP algorithm to return different solutions.

one. As shown in Fig. 1 (a) for the state-of-the-art frame-

work of [13], two sets of correspondences with the same

average 2D error can result in different pose estimates. Sec-

ond, the two-stage process is not end-to-end trainable. Fi-

nally, the iterative RANSAC is time-consuming when there

are many correspondences that need to be handled.

In principle, an end-to-end framework could be designed

by exploiting a deep version of RANSAC [1, 2], followed

by another network performing pose estimation from cor-

respondences [5]. However, the time-consuming character

of RANSAC in the presence of many outliers, and the poor

repeatability of its solution, arising from the fact that, as

shown in Fig. 1 (b), the order of the correspondences af-

fects the resulting pose, do not make it a good candidate

for inclusion into an end-to-end trainable network. Further-
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more, the approach of [5] relies on using a Direct Linear

Transform (DLT) [9] to compute the pose, which is known

to be imprecise and would exacerbate in the poor repeata-

bility problem.

As a result, there are still no end-to-end frameworks that

can handle jointly keypoint localization and 6D pose esti-

mation. In this paper, we overcome this by introducing a

simple but effective network that directly regresses the 6D

pose from groups of 3D-to-2D correspondences associated

to each 3D object keypoint. Its architecture explicitly en-

codes that the order of the correspondences in each group

is irrelevant, while exploiting the fact that the order of the

groups is fixed and corresponds to that of the 3D keypoints.

We then demonstrate the generality of this network

by combining it with two state-of-the-art correspondence-

extraction frameworks [13, 36]. This yields end-to-end

trainable 6D pose estimation frameworks that are both ac-

curate and repeatable. We show that these single-stage

frameworks systematically outperform the original two-

stage ones [13, 36], in terms of both accuracy and runtime.

2. Related Work

Detecting keypoints in the input image followed by run-

ning a RANSAC-based PnP algorithm on the established

3D-to-2D correspondences is a classical way for solving the

6D object pose estimation problem. Over the years, many

methods have been proposed to improve 3D-to-2D match-

ing [28, 42, 43, 44, 35, 33], relying on diverse techniques,

such as template-matching [10, 11], edge-matching [22,

27], and 3D model-based matching [14, 26, 12]. However,

these traditional methods still often fail in the presence of

severe occlusions and cluttered background.

As in many other areas, the modern take on 6D object

pose estimation from an RGB image involves deep neural

networks. The simplest approach is to directly regress from

the image to the pose parameters [17, 50]. However, this

tends to be less accurate than first establishing 3D-to-2D

correspondences [39, 41, 32, 16, 13, 36, 54, 34, 24] and

then running a RANSAC-based Perspective-n-Point (PnP)

algorithm [9] to estimate the object position and orientation

given the camera intrinsic parameters. What these meth-

ods all have in common is that the correspondences are es-

tablished independently from each other and consistency is

only imposed after the fact by the RANSAC PnP algorithm,

which is not part of the deep network. As shown in [53],

albeit in a different context, this fails to exploit the fact that

all correspondences are constrained by the camera pose and

are therefore not independent from each other.

Our goal in this paper is to turn the two-stage process

described above into a single-stage one by implementing

the RANSAC-based PnP part of the process as a deep net-

work that can be combined with the one that establishes the

correspondences. This is not a trivial problem because the

standard approach to PnP involves performing a Singular

Value Decomposition (SVD), which can be embedded in

a deep network but often results in numerical instabilities.

In [5], this was addressed by avoiding the explicit use of

SVD and instead treating PnP as a least-square fitting prob-

lem via the Direct Linear Transform (DLT) approach [9].

This, however, does not guarantee that the result describes

a true rotation and further post processing is still needed.

By contrast, the backpropagation-friendly eigendecom-

position method of [49] performs explicit SVD, and could

in principle used to perform PnP. Doing so, however, would

fail to account for the RANSAC part of the algorithm to se-

lect the correct correspondences. While RANSAC can be

implemented via a deep network [1, 2], its poor repeata-

bility, evidenced in Fig. 1(b), makes it ill-suited to train an

end-to-end 6D pose estimation network. In short, no one

yet has proposed a satisfying solution to designing a single-

stage 6D pose estimation network, which is the problem we

address here.

Our architecture is inspired by PointNet [37, 38]. How-

ever, PointNet was designed to deliver invariance to rigid

transformations, which is the opposite of what we need.

Furthermore, we introduce a grouped feature aggregation

scheme to effectively hande correspondence clusters in 6D

object pose estimation.

3. Approach

Given an RGB image captured by a calibrated camera,

our goal is to simultaneously detect objects and estimate

their 6D pose. We assume them to be rigid and their 3D

model to be available. In this section, we first formalize the

6D pose estimation problem assuming that sets of 2D cor-

respondence are given a priori for each 3D keypoint on the

target object and propose a network architecture that yields

6D poses from such inputs. This network is depicted by

Fig. 3. We then discuss how to obtain a single-stage 6D

pose estimation framework when these correspondences are

the output of another network.

3.1. 6D Pose from Correspondence Clusters

Let us assume that we are given the 3×3 camera intrinsic

parameter matrix K and m potential 2D correspondences

uik for each one of n 3D object keypoints pi, with 1 ≤ i ≤
n and 1 ≤ k ≤ m. The pi is expressed in a coordinate

system linked to the object, as shown in Fig. 2(a). For each

valid 3D to 2D correspondence pi ↔ uik, we have

λik

[

uik

1

]

= K(Rpi + t), (1)

where λi is a scale factor, and R and t are the rotation ma-

trix and translation vector that define the camera pose. Be-

cause R is a rotation, it only has three degrees of freedom

and t likewise, for a total of 6.
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Note that the 3D-to-2D correspondences above are not

restricted to 3D point to 2D point correspondences. In par-

ticular, as shown in Fig. 2(b), our formalism can handle

3D point to 2D vector correspondences, which have been

shown to be better-suited to use in conjunction with a deep

network [36]. In that case, the 2D locations can be infered

as the crosspoint of two 2D vectors, and Eq. 1 still holds

on crosspoints. Our approach as discussed below also still

applies, and we therefore do not explicitly distinguish be-

tween these two types of 3D-to-2D correspondences unless

necessary.

Classical PnP methods [21, 7, 46] try to recover R and t

given several correspondences, which typically involves us-

ing RANSAC to find the valid ones. In the process, an SVD

has to be performed on the many randomly chosen subsets

of correspondences that must be tried before one contain-

ing only valid correspondences is found. In this work, we

propose to replace this cumbersome process by a non-linear

regression implemented by an appropriately designed deep

network g with parameters Θ. In other words, we have

(R, t) = g({(pi ↔ uik)}1≤i≤n,1≤k≤m; Θ) . (2)

We now turn to the actual implementation of gθ. In

the remainder of this section, we first discuss the proper-

ties of the set of 3D to 2D correspondences C3

2
= {(pi ↔

uik)}1≤i≤n,1≤k≤m that the network takes as input and then

the architecture we designed to account for them.

3.1.1 Properties of the Correspondence Set

We will refer to all the 2D points associated to a specific

3D point as a cluster because, assuming that the algorithm

used to find them is a good one, they tend to cluster around

the true location of the 3D point’s projection, as can be seen

in Fig. 1. Our implementation choice were driven by the

following considerations:

Cluster ordering. The order of the correspondences

within a cluster is irrelevant and should not affect the re-

sult. However, the order of the clusters corresponds to the

order of the 3D points, which is given and fixed.

Interaction within a cluster and across clusters. Al-

though the points in the same cluster correspond to the same

3D point, the 2D location estimate for each point should be

expected to be noisy. Thus the model needs to capture the

noise distribution within each cluster. More importantly,

one single cluster can tell us nothing about the pose, and

the final pose can only be inferred by capturing the global

structure for multiple clusters.

Rigid transformations matter. When processing 3D

point clouds with a deep network, one usually wants the

result to be invariant to rigid transformations. By contrast,

here, we want our 2D points to represent projections of 3D

pi

image
plan

e

O

{uik}

W pi

image
plan

e

O

{uik}

W

(a) (b)

Figure 2: 3D to 2D correspondences. (a) Given m potential 2D

correspondences uik for each one of n 3D object keypoints pi,

{(pi ↔ uik)}1≤i≤n,1≤k≤m, the pose can be computed based on

these 3D-to-2D correspondences. Here, we only show the corre-

spondence cluster for pi. The camera and object coordinate sys-

tems are denoted by O and W respectively. (b) The pose can also

be obtained from point-to-vector correspondences, in which case

a 3D-to-2D correspondence is defined between a 3D point and a

2D vector. Our method can handle both cases.

points, and the features that we extract from them should de-

pend on their absolute positions, which are critical to pose

estimation.

3.1.2 Network Architecture

We construct a simple network architecture, depicted by

Fig. 3, that utilizes the properties discussed above to pre-

dict the pose from correspondence clusters. It comprises

three main modules: A local feature extraction module with

shared network parameters, a feature aggregation module

within individual clusters, and a global inference module

made of simple fully-connected layers.

Local feature extraction. We use an MLP with three

layers to extract local features for each correspondence,

with weights shared across the correspondences and across

the clusters.
Grouped feature aggregation. As the order of the clus-

ters is given but the points within each cluster are order-
less, to extract the representation for each cluster, we de-
sign a grouped feature aggregation method that insensitive
to the correspondence order. In theory, we could have used
an architecture similar to that of PointNet [37, 38]. How-
ever, PointNet is designed to deliver invariance to rigid
transformations, which is the opposite of what we need.
Instead, given n clusters, each containing m 2D points
{uik}, 1 ≤ i ≤ n, 1 ≤ k ≤ m, we define a set function
F : X → R

nD that maps correspondences {uik}1≤k≤m to
the nD-dimensional vector

CAT
(

MAX
k

({f1k}),MAX
k

({f2k}), ..,MAX
k

({fnk})
)

, (3)
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Figure 3: Overall architecture for single-stage 6D object pose estimation. After establishing 3D-to-2D correspondences by some

segmentation-driven CNN for 6D pose [13, 36], we use three main modules to infer the pose from these correspondence clusters directly:

a local feature extraction module with shared network parameters, a feature aggregation module operating within the different clusters,

and a global inference module consisting of simple fully-connected layers to estimate the final pose as a quaternion and a translation. The

color in the CNN outputs indicates the direction of the 2D offset from the grid cell center to the corresponding projected 3D bounding box

corner.

where fik is the D-dimensional feature representation of

uik obtained via the above-mentioned fully-connected lay-

ers, MAX() is the max-pooling operation and CAT () is

the concatenation operation. In our experiments, we found

that neither instance normalization [45, 52] nor batch nor-

malization [15] improved the performance here. Therefore,

we do not use these operations in our network gθ.

In principle, one could use a single max-pooling opera-

tion, without accounting for the order of the groups, just as

PointNet [37] does to achieve permutation invariance for all

points. In our case, however, this would mean ignoring the

property that the order of the groups is fixed. By contrast,

Eq. 3 is invariant to any permutation within a cluster but still

accounts for the pre-defined cluster order. We demonstrate

the benefits of this approach in the results section.

Global inference. We then pass the nD-dimensional

vector aggregating the group features through another MLP

which outputs the 6D pose. To this end, we use three fully-

connected layers and encode the final pose as a quaternion

and a translation.

3.2. Single­Stage 6D Object Pose Estimation

The deep network described above gives us a differen-

tiable way to predict the 6D pose from correspondence clus-

ters for a given object. Given the input image, we therefore

still need to detect each object and establish the 3D to 2D

correspondences. To do so, we use another deep regressor

f with parameters Φ, which, for one object, lets us write

[ui1, . . . ,uim] = f(pi, I; Φ), 1 ≤ i ≤ n (4)

where I is the input RGB image. To implement f , we

use the recent encoder-decoder architecture of either [13]

or [36].

In practice, the {pi} are often taken to be the eight cor-

ners of the 3D bounding box of the object’s 3D model [39,

32, 13], which leads to different 3D points {pi}, for differ-

ent object types. In our experiments, we have observed that

using the same {pi} for every object has little impact on

the accuracy of fφ and makes the subsequent training of gθ
much easier. We therefore use a single cube for all dataset

objects, defined as the largest cube contained by a sphere

whose radius is the average of that of the bounding spheres

of all object 3D models. This means that the 3D keypoint

coordinates are implicitly given by the order of the clusters

and do not need to be explicitly specified as network inputs.

We therefore a use of 4D representation for each input cor-

respondence, which does not include the 3D coordinates.

Instead, because the network of [13] operates on an image

grid, when we use it to find the correspondences, we take the

input to be the x and y coordinates of the center of the grid

cell in which the 2D projections are and the dx and dy off-

sets from that center. In other words, the image coordinates

of a 2D correspondence are x + dx and y + dy. We tried

using these directly as input but we found out experimen-

tally that giving the network what amounts to a first order

expansion works better. When using the network of [36] in-

stead of that of [13] to find the correspondences, we use the

same input format but normalize the dx and dy so that they

represent an orientation.

Our complete model can therefore be written as

(R, t) = g
(

f(p1, I; Φ), · · · , f(p8, I; Φ);Θ
)

. (5)

To train it, we minimize the loss function

L = Ls + Lk + Lp , (6)
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Figure 4: Synthetic data. We create synthetic data by randomly

changing the pose of a unit sphere in 3D space relative to the cam-

era. We capture 20K images for training and 2K for testing.

which combines segmentation term Ls aiming to assign

each grid cell to an object class of to the background, a key-

point regression term Lk, and a pose estimation term Lp.

We take Ls to be the Focal Loss of [25], and Lk to be the

regression term of either [13] or [36] depending on which

of the two architectures we use. As in [50, 23], we take Lp

to be the 3D space reconstruction error, that is

Lp =
1

n

n
∑

i=1

‖(R̂pi + t̂)− (Rpi + t)‖ , (7)

where R̂ and t̂ are the estimated rotation matrix and transla-

tion vector, R and t are the ground-truth ones. The rotations

are estimated from the estimated and ground-truth quater-

nions, which can be done in a differentiable manner [55].

We also normalize the translations to make sure the regres-

sion targets all have a comparable range.

Our architecture simultaneously outputs a segmentation

mask and potential 2D locations for a set of predefined 3D

keypoints. More specifically, for a dataset with S object

classes and an input image I of size h× w × 3, it outputs a

3D tensor of size H×W×C. The dimensions H and W are

proportional to the input resolution and C = (S+1)+2∗n
with (S + 1) channels for segmentation, including one for

the background class, and 2 ∗ n for the 2D locations (or

2D direction vectors) corresponding to the n 3D points pi.

To obtain correspondence clusters for a given object, we

randomly sample m = 200 grid cells on the output feature

tensor that fall under the segmentation mask of a particular

class label.

4. Experiments

We compare our single-stage approach to more tradi-

tional but state-of-the-art two-stage frameworks [13, 36],

first on synthetic data and then on real data from the chal-

lenging Occluded-LINEMOD [19] and YCB-Video [50]

datasets. Our source code is publicly available at

https://github.com/cvlab-epfl/single-stage-pose.

4.1. Synthetic Data

As in [21, 7], we create synthetic 3D-to-2D correspon-

dences using a virtual calibrated camera, with image size

640 × 480, focal length 800, and principal point at the im-

age center. We take our target object to be a unit 3D sphere,

Figure 5: Generating correspondences. We project each corner

of the sphere’s 3D bounding box in the image and, for each grid

cell within the object mask, create a correspondence by recording

the center x, y of the grid cell and the offset dx, dy to the projected

corner.

which we randomly rotate and whose center we randomly

translate within the interval [−2, 2] × [−2, 2] × [4, 8] ex-

pressed in the camera coordinate system, as shown in Fig. 4.

Recall from Section 3.2, that gθ, the network that re-

gresses poses from the correspondence clusters, expects 4D

inputs in the form [x, y, dx, dy], where x, y represent the

center of an image grid location and dx, dy a shift from that

center. Here, each one should represent a potential image

correspondence for a specific corner of the sphere’s bound-

ing box for a particular object. Given the segmentation

mask of a particular object obtained by projecting the ob-

ject’s 3D model in the image, we create correspondences

in the following manner. We project each corner of the

sphere’s 3D bounding box in the image and, for each grid

cell in the segmentation mask, record the cell center x, y

and the displacement dx, dy to the projected corner. We

then take the resulting correspondences from 200 randomly

sampled grid cells within the mask. We add Gaussian noise

to their dx, dy values as well as create outliers by setting

some percentage of the dx, dy to values uniformly sampled

in the image. Fig. 5 demonstrates this procedure.

We trained gθ for 300 epoch on 20K synthetic training

images with batch size 32, and a learning rate of 1e-3 using

the Adam optimizer. During training we randomly add 2D

noise with variance σ in the range of [0, 15] and create from

0% to 30% of outliers. To test the accuracy obtained with

different noise levels and outlier rates, we use 2K synthetic

test images and report the mean pose accuracy in terms of

the ratio of the 3D space reconstruction error of Eq. 7 to the

diameter of the target object.

Comparing with RANSAC PnP. Combining a PnP al-

gorithm with RANSAC is the most widespread approach

to handling noisy correspondences [39, 41, 13, 54]. Fig. 6

shows that RANSAC-based EPnP [21] and RANSAC-based

P3P [8] yield similar performance. While they are more ac-

curate than our learning-based method when there is very
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Figure 6: Comparison with RANSAC PnP. We compare our net-

work with two classical RANSAC-based PnP methods, EPnP [21]

and P3P [8]. The two RANSAC-based methods have very sim-

ilar performance. More importantly, our method is much more

accurate and robust when the noise increases. The pose error is

reported as the ratio of the 3D space reconstruction error to the

diameter of the target object.
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Figure 7: Importance of correspondence clustering. We com-

pare our network with one having a single max-pooling operation,

thus not accounting for the order of the clusters. Ignoring this

property clearly degrades the performance.

little noise, our method quickly becomes much more accu-

rate when the noise level increases.

Importance of correspondence clustering. To show-

case the importance to structure our network in the way we

did, we implemented a simplified version that uses a single

max-pooling operation to achieve permutation invariance

for all correspondences, without accounting for the order of

the clusters that matches that of the keypoints. To make this

work, we had to incorporate explicitly the 3D keypoint co-

ordinates associated to each correspondence as input to the

network. As shown in Fig. 7, not modeling the fixed order

of the keypoints yields a significant decreases in accuracy.

Comparing with PVNet’s voting-based PnP. In the

above experiments, the 2D correspondences were expressed

in terms of 2D locations of image points. Since one of the

best current techniques [36] uses directions instead and in-

fers poses from those using a voting-based PnP scheme, we

feed the same 3D point to 2D vector correspondences to our

own network. In this setting, as shown in Fig. 8, the pose is

more sensitive to the correspondence noise. However, as in

the previous case, while voting-based PnP yields more ac-

curate results when there is little noise, our method is much

more robust and accurate when the noise level increases.
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Figure 8: Comparison with PVNet’s voting-based PnP [36].

When using 3D point to 2D vector correspondences, we com-

pare our network with the voting-based PnP used by PVNet. Our

method is much more robust to noise than voting-based PnP.

4.2. Real Data

We evaluate our method on real data from two chal-

lenging datasets, Occluded-LINEMOD [19] and YCB-

Video [50].

Occluded-LINEMOD consists of 8 objects and is a sub-

set of the older LINEMOD dataset [11]. Unlike LINEMOD

in which only one object per image is annotated, Occluded-

LINEMOD features multiple annotated objects. This makes

it more meaningful for evaluating methods that perform

both instance detection and pose estimation. In addition to

the cluttered backgrounds, textureless objects, and changing

lighting conditions of LINEMOD, Occluded-LINEMOD

also has severe occlusions between multiple object in-

stances. As there are only 1214 testing images and no ex-

plicit training data in Occluded-LINEMOD, we train our

network based on the LINEMOD training data.

YCB-Video is more recent and even more challenging.

It features 21 objects taken from the YCB dataset [4, 3]

and comprises about 130K real images from 92 video

sequences. It offers all the challenges of Occluded-

LINEMOD plus more diverse object sizes, including sev-

eral tiny textures-less objects.

Data preparation. For Occluded-LINEMOD, as in [41,

13, 36], we first use the Cut-and-Paste synthetic tech-

nique [6] to generate 20K images from LINEMOD data

and random background data [51], with 4 to 10 different

instances for each image. Then, we generate 10K render-

ing images for each object type from the textured 3D mesh,

as in [36]. The pose range during the rendering proce-

dure is the same as in LINEMOD except for one thing: To

handle pose ambiguities when encountering symmetry ob-

jects [30], we restrict the pose range to a subrange according

to the symmetry type of the object during training to avoid

confusing the network [39]. In the end, our training data

consists of 20K synthetic images with multiple instances

and 10K rendered images with only one instance for each

object, a total of (20 + 10× 8)K images.

For YCB-Video, we follow a similar procedure. We ren-
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Figure 9: Qualitative results on Occluded-LINEMOD. Our method yields accurate results even in the presence of large occlusions,

as shown in the first three columns. The last column shows two failure cases, where the target egg box is occluded too much and the

target glue exhibits subtle symmetry ambiguities, making it not easy for the correspondence-extraction network [36] to establish stable

correspondences. Here, the pose is visualized as the reprojection of the 3D mesh for each object.

[13] [13] + Ours [36] [36] + Ours

Ape 12.1 14.8 15.8 19.2

Can 39.9 45.5 63.3 65.1

Cat 8.2 12.1 16.7 18.9

Driller 45.2 54.6 65.7 69.0

Duck 17.2 18.3 25.2 25.3

Eggbox∗ 22.1 30.2 50.2 52.0

Glue∗ 35.8 45.8 49.6 51.4

Holepun. 36.0 37.4 39.7 45.6

Average 27.0 32.3 40.8 43.3

Table 1: Evaluation with different correspondence-extraction

networks on Occluded-LINEMOD. We evaluate two state-of-

the-art correspondence-extraction networks: SegDriven [13] and

PVNet [36], by replacing their original RANSAC-based post pro-

cessing with our small network. Our method consistently outper-

forms the original versions in both cases. Here, we report the

ADD-0.1d.

der 10K images for each of the 21 objects using the 3D

mesh models that are provided and according to the pose

statistic of the dataset. However, we do not use the Cut-and-

Paste technique to generate images with multiple instances

because in the original YCB-Video images are already an-

notated with multiple objects and we use that directly.

Training Procedure. For both datasets, we use an input

image resolution of 640 × 480 for both training and testing,

as in [36]. We use Adam to optimize with the initial learn-

ing rate set to 1e-3 and divided by 10 after processing 50%,

75%, and 90% of the total number of data samples. We set

the batch size to be 8 and rely on the usual data augmen-

tation techniques, that is as random luminance, Gaussian

noise, translation, scaling, and also occlusions [56]. We

train the network on 5M training samples through online

data augmentation.

Metrics. We quantify the pose error in both 3D and 2D as

in [50, 13]. In 3D, it use the average distance between the

3D model points transformed using the predicted pose and

those obtained with the ground-truth one, and we refer to it

as ADD [50]. In 2D, we use the usual 2D reprojection er-

ror of the 3D model points, and we refer it as REP [13]. We

measure the pose accuracy in terms the percentage of recov-

ered poses that are correct. In the tables below, we report

ADD-0.1d and REP-5px, for which the predicted pose are

considered to be correct if ADD is smaller than 10% of the

model diameter and REP is below 5 pixel, respectively. For

each metric, we use the symmetric version for symmetric

objects, which we denote by a ∗ superscript.

4.2.1 Occluded-LINEMOD Results

As discussed before, to demonstrate that our method is

generic, we test it in conjunction with two correspondence-

extraction networks SegDriven [13] and PVNet [36]. Ta-

ble 1 shows that, by replacing the original RANSAC-based

post processing by our network to turn the approach into a

single-stage one we improve performance in both cases.
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ADD-0.1d REP-5px

PoseCNN SegDriven PVNet Ours PoseCNN SegDriven PVNet Ours

Ape 9.6 12.1 15.8 19.2 34.6 59.1 69.1 70.3

Can 45.2 39.9 63.3 65.1 15.1 59.8 86.1 85.2

Cat 0.9 8.2 16.7 18.9 10.4 46.9 65.1 67.2

Driller 41.4 45.2 65.7 69.0 7.4 59.0 73.1 71.8

Duck 19.6 17.2 25.2 25.3 31.8 42.6 61.4 63.6

Eggbox∗ 22.0 22.1 50.2 52.0 1.9 11.9 8.4 12.7

Glue∗ 38.5 35.8 49.6 51.4 13.8 16.5 55.4 56.5

Holepun. 22.1 36.0 39.7 45.6 23.1 63.6 69.8 71.0

Average 24.9 27.0 40.8 43.3 17.2 44.9 61.1 62.3

Table 2: Comparison with the state of the art on Occluded-LINEMOD. We compare our results with those of PoseCNN [50], Seg-

Driven [13], and PVNet [36] in terms of both ADD-0.1d and REP-5px. Our method outperforms the state of the art, especially in ADD-0.1d.

correspondence

extraction
fusion

total

time
FPS

PoseCNN - - >250 <4

SegDriven 30 20 50 20

PVNet 14 26 40 25

Ours 14 8 22 45

Table 3: Comparing speed. We compare the running times

(in milliseconds) of PoseCNN [50], SegDriven [13], PVNet [36]

and our method on a modern GPU (GTX1080 Ti). Except for

PoseCNN, these methods first extract correspondences and then

fuse them. With the same correspondence-extraction backbone as

in PVNet, our method runs about 2 times faster, thanks to our net-

work that prevents the need for RANSAC-based fusion.

ADD-0.1d REP-5px

PoseCNN 21.3 3.7

SegDriven 39.0 30.8

PVNet - 47.4

Ours 53.9 48.7

Table 4: Comparison with the state of the art on YCB-

Video. We compare our results with those of PoseCNN [50], Seg-

Driven [13], and PVNet [36] in terms of ADD-0.1d and REP-5px.

We denote by “-” the result missing from the original PVNet paper.

In Table 2, we shown that our single-stage network out-

perform the state-of-the-art methods, PoseCNN [50], Seg-

Driven [13] and PVNet [36]. Fig. 9 provides qualitative

results. In Table 3, we report runtimes for an input image

containing about 4-5 objects. Our method is also faster than

the others because it does away for the iterative RANSAC

procedure.

4.2.2 YCB-Video Results

Table 4 summarizes the results comparing against

PoseCNN [50], SegDriven [13], and PVNet [36]. It shows

that our method consistently also outperforms the others on

this dataset. Furthermore, note that it runs nearly 10 times

faster than PoseCNN and also nearly 2 times faster than

SegDriven and PVNet.

4.3. Limitations

While our method is accurate and fast when used in

conjunction with state-of-the-art correspondence-extraction

networks [13, 36], the network that estimates the poses from

the correspondences is still not as accurate as traditional

geometry-based PnP algorithms when very precise corre-

spondences can be obtained by other means, as shown in

Fig. 6. Furthermore, it does not address the generic PnP

problem because we only trained it for fixed sets of 3D co-

ordinates. Addressing this will be the focus of our future

work.

5. Conclusion

We have introduced a single-stage approach approach

to 6D detection and pose estimation. Its key ingredient is

a small network that takes candidate 3D-to-2D correspon-

dences and returns a 6D pose. When combined with state-

of-the-art approaches to establish the correspondences, it

boosts performance by allowing end-to-end training and

eliminating the cumbersome RANSAC style procedure that

they normally require.

Future work will focus on making the pose estimation

network more accurate and more generic so that it can be

used in a broader context.
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