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Abstract

Recently, numerous handcrafted and searched networks

have been applied for semantic segmentation. However,

previous works intend to handle inputs with various scales

in pre-defined static architectures, such as FCN, U-Net, and

DeepLab series. This paper studies a conceptually new

method to alleviate the scale variance in semantic represen-

tation, named dynamic routing. The proposed framework

generates data-dependent routes, adapting to the scale dis-

tribution of each image. To this end, a differentiable gating

function, called soft conditional gate, is proposed to select

scale transform paths on the fly. In addition, the computa-

tional cost can be further reduced in an end-to-end manner

by giving budget constraints to the gating function. We fur-

ther relax the network level routing space to support multi-

path propagations and skip-connections in each forward,

bringing substantial network capacity. To demonstrate the

superiority of the dynamic property, we compare with sev-

eral static architectures, which can be modeled as special

cases in the routing space. Extensive experiments are con-

ducted on Cityscapes and PASCAL VOC 2012 to illustrate

the effectiveness of the dynamic framework. Code is avail-

able at https://github.com/yanwei-li/DynamicRouting.1

1. Introduction

Semantic segmentation, which aims at assigning each

pixel with semantic categories, is one of the most funda-

mental yet challenging tasks in the computer vision field.

One of the problems in semantic segmentation comes from

the huge scale variance among inputs, e.g., the tiny object

instances and the picture-filled background stuff. More-

over, the large distribution variance brings difficulties to

feature representation as well as relationship modeling. Tra-

ditional methods try to solve this problem by well-designed

network architectures. For instance, multi-resolution fu-
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Figure 1. Given inputs with different scale distributions, the pro-

posed dynamic routing will choose corresponding forward paths.

For example, the architecture of large-scale instances 1(a) could

ignore low-level features. The small-scale objects 1(b) may de-

pend on low-level details as well as higher resolution. And the

mixed-scale things 1(c) would enjoy both connection patterns. Red

lines in diagrams denote the difference among them.

sion [24, 28, 1, 32, 19] is adopted for detail-oriented fea-

ture maps, and long-range dependencies are captured for

global context modeling [43, 35, 44, 6, 31]. With the de-

velopment of Neural Architecture Search (NAS), there are

several works delving in searching effective architectures

for semantic segmentation automatically [3, 22, 25].

However, both classic human-designed and NAS-based

networks intend to represent all of the instances in a single

network architecture, which lacks the adaptability to diverse

scale distributions in the real-world environment. An exam-

ple is presented in Fig. 1, where the scale of instances varies

a lot. To this end, a more customizable network is needed

to accommodate the scale variance of each image.

In this paper, we propose a framework that is conceptu-
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ally novel for semantic segmentation, called dynamic rout-

ing. In particular, the dynamic routing generates data-

dependent forward paths during inference, which means the

specific network architecture varies with inputs. With this

method, instances (or backgrounds) with different scales

could be allocated to corresponding resolution stages for

customized feature transformation. As illustrated in Fig. 1,

the input images with diverse scale distributions will choose

different routes for feature transformation. There are some

researches on dynamic networks for efficient object recog-

nition via dropping blocks [38, 17, 33, 36] or pruning chan-

nels [39, 20]. Different from them, this work focuses on

semantic representation and intends to alleviate scale vari-

ance as well as improve network efficiency.

The routing space in traditional dynamic approaches

for image classification [17, 33, 36] are usually limited

to a resolution declining pipeline, which would not suf-

fice for semantic segmentation. We draw inspiration from

the search space of Auto-DeepLab [22] and develop a

new routing space for better capacity, which contains sev-

eral independent cells. Specifically, different from Auto-

DeepLab, multi-path propagations and skip-connections,

which are proved to be quiet essential in semantic segmen-

tation [28, 6], are enabled in each forward during inference.

Therefore, several classic network architectures can be in-

cluded as special cases for comparisons (Fig. 3). In terms of

the dynamic routing, a data-dependent routing gate, called

soft conditional gate, is designed to select each path accord-

ing to the input image. With the proposed routing gate, each

basic cell, as well as the resolution transformation path, can

be taken into consideration individually. Moreover, the pro-

posed routing gate can be formulated into a differentiable

module for end-to-end optimization. Consequently, given

limited computational budgets (e.g., FLOPs), cells with lit-

tle contribution will be dropped on the fly.

The overall approach, named dynamic routing, can be

easily instantiated for semantic segmentation. To elaborate

on its superiority over the fixed architectures in both per-

formance and efficiency, we give extensive ablation stud-

ies and detailed analyses in Sec. 4.3. Experimental results

are further reported on two well-known datasets, namely

Cityscapes [9] and PASCAL VOC 2012 [11]. With the

simple scale transformation modules, the proposed dynamic

routing achieves comparable results with the state-of-the-art

methods but consumes much fewer resources.

2. Related Works

Traditional semantic segmentation researches mainly fo-

cused on designing subtle network architectures by human

experiences [24, 28, 1, 43, 6]. With the development of

NAS, there are several methods attempting to search for a

static network automatically [3, 22, 25]. Unlike previous

works, the dynamic routing is proposed to select the most

suitable scale transform according to the input, which has

seldom been explored. Herein, we first retrospect hand-

designed architectures for semantic segmentation. Then we

give an introduction to NAS-based approaches. Finally, pre-

vious developments of dynamic networks are reviewed.

2.1. Handcrafted Architectures

Handcrafted architectures have been well studied in re-

cent years. There are several researches delving in net-

work design for semantic segmentation, e.g., FCN [24], U-

Net [28], Conv-Deconv [26], SegNet [1]. Based on the well-

designed FCN [24] and U-shape architecture [28], numer-

ous works have been proposed to model global context by

capturing larger receptive field [43, 4, 5, 6, 41] or estab-

lishing pixel-wise relationships [44, 18, 12, 31]. Due to the

high resource consumption of dense prediction, some light-

weighted architectures have been proposed for the sake of

efficiency, including ICNet [42] and BiSeNet [40]. Overall,

handcrafted architectures aim at utilizing multi-scale fea-

tures from different stages in a static network, rather than

adapting to input dynamically.

2.2. NASbased Approaches

Recently, Neural Architecture Search (NAS) has been

widely used for automatic network architecture design [45,

27, 23, 2, 13, 7]. When it comes to the specific domain,

there are several approaches trying to search for effective

architectures that are more suitable for semantic segmenta-

tion. Specifically, Chen et.al. [3] searches for multi-scale

module to replace ASPP [5] block. Furthermore, Nekrasov

et.al. [25] studies the routing type of auxiliary cells in

the decoder using the NAS-based method. More recently,

Auto-DeepLab [22] is proposed to search for a single route

from the dense-connected search space. Different from the

NAS-based approaches, which search for a single architec-

ture and then retrain it, the proposed dynamic routing gen-

erates forward paths on the fly without searching.

2.3. Dynamic Networks

Dynamic networks, adjusting the network architecture to

the corresponding input, have been recently studied in the

computer vision domain. Traditional methods mainly focus

on image classification by dropping blocks [38, 17, 33, 36]

or pruning channels [39, 20] for efficient inference. For ex-

ample, an early-existing strategy is adopted in MSDNet [17]

for resource-efficient object recognition, which classifies

easier inputs and gives output in earlier stages. And Skip-

Net [36] attempts to skip convolutional blocks using an RL-

based gating network. However, dynamic routing has sel-

dom been explored for scale transformation, especially in

semantic segmentation. To utilize the dynamic property, an

end-to-end dynamic routing framework is proposed in this

paper to alleviate the scale variance among inputs.
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Figure 2. The proposed dynamic routing framework for semantic segmentation. Left: The routing space with layer L and max down-

sampling rate 32. The beginning STEM and the final Upsample block are fixed for stability. Dashed lines denote alternative paths for

dynamic routing. Right: Dynamic routing process at the cell level. Given the summed input from the former layer, we first generate

activating weights using the Soft Conditional Gate. Paths with corresponding weights above zero are marked as activated, which would be

selected for feature transformation. More details about the network are elaborated in Sec. 3.4. Best viewed in color.

3. Learning Dynamic Routing

Compared with static network architectures, dynamic

routing has the superiority in network capacity and higher

performance with the budgeted resource consumption. In

this section, we first introduce the designed routing space.

And then, the dynamic routing framework and the con-

straint mechanism are elaborated. The architecture details

will be given at the end of this section.

3.1. Routing Space

To release the potential of dynamic routing, we provide

fully-connected paths between adjacent layers with some

prior constraints, e.g., the up-sampling or down-sampling

stride between cells, as illustrated in Fig. 2. Specifically,

following the common practices in the network design, the

beginning of the network is a fixed 3-layer ‘STEM’ block,

which reduces the resolution to 1/4 scale. After that, a space

with L layers is designed for dynamic routing, called rout-

ing space. In the routing space, the scaling factor between

adjacent cells is restricted to 2, which is widely adopted in

ResNet-based methods. Thus, the minimum scale is set to

1/32. With these constraints, the number of candidates in

each layer is up to 4. And there are 3 paths for scale trans-

formation in each candidate, namely up-sampling, keeping

resolution, and down-sampling. Inside each candidate, ba-

sic cell is designed for feature aggregation, while a funda-

mental gate is proposed for path selection, as presented in

Fig. 2. The layer-by-layer up-sampling module is fixed at

the end of the network to generate predictions. More details

about the dynamic routing process are explained in Sec. 3.2.

Different from Auto-DeepLab [22], where only one spe-

cific path in each node is selected in the inference stage,

we further relax the routing space to support multi-path

routes and skip-connections in each candidate. With the

more generic space, a lot of popular architectures can be

formulated as special cases, as visualized in Fig. 3. Further

quantitative comparisons are given in Sec. 4.3 to demon-

strate the superiority of the dynamic routing.

3.2. Routing Process

Given the routing space with several individual nodes,

we adopt a basic cell and a corresponding gate inside each

node to aggregate multi-scale features and choose routing

paths, respectively. This process is briefly illustrated in

Fig. 2. To be more specific, we first aggregate three inputs

with different spatial sizes (namely, s=2, s, and 2s) from

layer l � 1, denoted as Y l � 1
s=2 , Y l � 1

s , and Y l � 1
2s , respectively.

Thus, the input X l
s of the l-th layer can be formulated as

X l
s = Y l � 1

s=2 + Y l
s+ Y l � 1

2s . Then the aggregated input will be

utilized for feature transformation inside the Cell and Gate.

3.2.1 Cell Operation

With the input X l
s 2 RB � C � W � H , we adopt widely-used

stacks of separate convolutions as well as identity map-

ping [46, 23, 22] in each cell without bells-and-whistles.

In particular, the hidden state H l
s 2 RB � C � W � H can be

represented as

H l
s =

X

O i 2O

Oi (X l
s) (1)

where O indicates the operation set, including SepConv3� 3

and identity mapping. Here, operations inside each cell

are adopted for fundamental feature aggregation. Then the

generated feature map H l
s will be transformed to different

scales according to the activating factor � l
s . This process

will be elaborated in the following section. Moreover, dif-

ferent cell components are compared in Sec. 4.4.1.

3.2.2 Soft Conditional Gate

The routing probability of each path is generated from the

Gate function, as presented in the right diagram of Fig. 2.

In more detail, we adopt light-weighted convolutional oper-

ations in the gate to learn the data-dependent vector G l
s .

G l
s = F (! l

s;2; G(� (N (F (wl
s;1; X l

s))))) + � l
s (2)
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