TEA: Temporal Excitation and Aggregation for Action Recognition
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Abstract

Temporal modeling is key for action recognition in videos. It normally considers both short-range motions and long-range aggregations. In this paper, we propose a Temporal Excitation and Aggregation (TEA) block, including a motion excitation (ME) module and a multiple temporal aggregation (MTA) module, specifically designed to capture both short- and long-range temporal evolution. In particular, for short-range motion modeling, the ME module calculates the feature-level temporal differences from spatiotemporal features. It then utilizes the differences to excite the motion-sensitive channels of the features. The long-range temporal aggregations in previous works are typically achieved by stacking a large number of local temporal convolutions. Each convolution processes a local temporal window at a time. In contrast, the MTA module proposes to deform the local convolution to a group of sub-convolutions, forming a hierarchical residual architecture. Without introducing additional parameters, the features will be processed with a series of sub-convolutions, and each frame could complete multiple temporal aggregations with neighborhoods. The final equivalent receptive field of temporal dimension is accordingly enlarged, which is capable of modeling the long-range temporal relationship over distant frames. The two components of the TEA block are complementary in temporal modeling. Finally, our approach achieves impressive results at low FLOPs on several action recognition benchmarks, such as Kinetics, Something-Something, HMDB51, and UCF101, which confirms its effectiveness and efficiency.

1. Introduction

Action recognition is a fundamental problem in video-based tasks. It becomes increasingly demanding in video-based applications, such as intelligent surveillance, autonomous driving, personal recommendation, and entertainment [28]. Though visual appearances (and its context) is important for action recognition, it is rather important to model the temporal structure. Temporal modeling normally presents (or is considered) at different scales: 1) short-range motion between adjacent frames and 2) long-range temporal aggregation at large scales. There are lines of works considering one or both of those aspects, especially in the current era of deep CNNs [21, 31, 47, 6, 36, 46, 34, 2, 1, 39, 50, 27, 41, 29, 24, 20]. Nevertheless, they still leave some gaps, and the problem is far from being solved, i.e., it remains unclear how to model the temporal structure with significant variations and complexities effectively and efficiently.

For short-range motion encoding, most of the existing methods [31, 42] extract hand-crafted optical flow [48] first, which is then fed into a 2D CNN-based two-stream framework for action recognition. Such a two-stream architecture processes RGB images and optical flow in each stream separately. The computation of optical flow is time-consuming and storage demanding. In particular, the learning of spatial and temporal features is isolated, and the fusion is performed only at the late layers. To address these issues, we propose a motion excitation (ME) module. Instead of adopting the pixel-level optical flow as an additional input modality and separating the training of temporal stream with the spatial stream, our module could integrate the motion modeling into the whole spatiotemporal feature learning approach. Concretely, the feature-level motion representations are firstly calculated between adjacent frames. These motion features are then utilized to produce modulation weights. Finally, the motion-sensitive information in the original features of frames can be excited with the weights. In this way, the networks are forced to discover and enhance the informative temporal features that capture differentiated information.

For long-range temporal aggregation, existing methods
either 1) adopt 2D CNN backbones to extract frame-wise features and then utilize a simple temporal max/average pooling to obtain the whole video representation [42, 11]. Such a simple summarization strategy, however, results in temporal information loss/confusion; or 2) adopt local 3D/(2+1)D convolutional operations to process local temporal window [36, 3]. The long-range temporal relationship is indirectly modeled by repeatedly stacking local convolutions in deep networks. However, repeating a large number of local operations will lead to optimization difficulty [14], as the message needs to be propagated through the long path between distant frames. To tackle this problem, we introduce a multiple temporal aggregation (MTA) module. The MTA module also adopts (2+1)D convolutions, but a group of sub-convolutions replaces the 1D temporal convolution in MTA. The sub-convolutions formulate a hierarchical structure with residual connections between adjacent subsets. When the spatiotemporal features go through the module, the features realize multiple information exchanges with neighboring frames, and the equivalent temporal receptive field is thus increased multiple times to model long-range temporal dynamics.

The proposed ME module and MTA module are inserted into a standard ResNet block [14, 15] to build the Temporal Excitation and Aggregation (TEA) block, and the entire network is constructed by stacking multiple blocks. The obtained model is efficient: benefiting from the lightweight configurations, the FLOPs of the TEA network are controlled at a low level (only 1.06× as many as 2D ResNet). The proposed model is also effective: the two components of TEA are complementary and cooperate in endowing the network with both short- and long-range temporal modeling abilities. To summarize, the main contributions of our method are three-fold:

1. The motion excitation (ME) module to integrate the short-range motion modeling with the whole spatiotemporal feature learning approach.

2. The multiple temporal aggregation (MTA) module to efficiently enlarge the temporal receptive field for long-range temporal modeling.

3. The two proposed modules are both simple, lightweight, and can be easily integrated into standard ResNet block to cooperate for effective and efficient temporal modeling.

2. Related Works

With the tremendous success of deep learning methods on image-based recognition tasks [22, 32, 35, 14, 15], some researchers started to explore the application of deep networks on video action recognition task [21, 31, 36, 47, 6, 46]. Among them, Karpathy et al. [21] proposed to apply a single 2D CNN model on each frame of videos independently and explored several strategies to fuse temporal information. However, the method does not consider the motion change between frames, and the final performance is inferior to the hand-crafted feature-based algorithms. Donahue et al. [6] used LSTM [16] to model the temporal relation by aggregating 2D CNN features. In this approach, the feature extraction of each frame is isolated, and only high-level 2D CNN features are considered for temporal relation learning.

The existing methods usually follow two approaches to improve temporal modeling ability. The first one was based on two-stream architecture proposed by Simonyan and Zisserman [31]. The architecture contained a spatial 2D CNN that learns still feature from frames and a temporal 2D CNN that models motion information in the form of optical flow [48]. The training of the two streams is separated, and the final predictions for videos are averaged over two streams. Many following works had extended such a framework. [9, 8] explored different mid-level combination strategies to fuse the features of two streams.

TSN [42] proposed the sparse sampling strategy to capture long-range video clips. All these methods require additional computation and storage costs to deal with optical flow. Moreover, the interactions between different frames and the two modalities are limited, which usually occur at late layers only. In contrast, our proposed method discards optical flow extraction and learns approximate feature-level motion representations by calculating temporal differences. The motion encoding can be integrated with the learning of spatiotemporal features and utilized to discover and enhance their motion-sensitive ingredients.

The most recent work STM [20] also attempted to model feature-level motion features and inserts motion modeling into spatiotemporal feature learning. Our method differs from STM in that STM directly adds the spatiotemporal features and motion encoding together. In contrast, our method utilizes motion features to recalibrate the features to enhance the motion pattern.

Another typical video action recognition approach is based on 3D CNNs and its (2+1)D CNN variants [36, 34, 3, 38, 44]. The first work in this line was C3D [36], which performed 3D convolutions on adjacent frames to jointly model the spatial and temporal features in a unified approach. To utilize pre-trained 2D CNNs, Carreira and Zisserman [3] proposed I3D to inflate the pre-trained 2D convolutions to 3D ones. To reduce the heavy computations of 3D CNNs, some works proposed to decompose the 3D convolution into a 2D spatial convolution and a 1D temporal convolution [34, 5, 25, 13, 29, 37] or utilize a mixup of 2D CNN and 3D CNN [38, 45, 52]. In these methods, the long-range temporal connection can be theoretically established by stacking multiple local temporal convolutions. However, after a large number of local convolution operations, the useful features from distant frames have already been weak-
en and cannot be captured well. To address this issue, T3D [5] proposed to adopt densely connected structure [19] and combined different temporal windows [35]. Non-local module [43] and stnet [13] applied self-attention mechanism to model long-range temporal relationship. Either additional parameters or time-consuming operations accompany these attempts. Different from these works, our proposed multiple temporal aggregation module is simple and efficient without introducing extra operators.

3. Our Method

The framework of the proposed method is illustrated in Figure 1. The input videos with variable lengths are sampled using the sparse temporal sampling strategy proposed by TSN [42]. Firstly, the videos are evenly divided into $T$ segments. Then one frame is randomly selected from each segment to form the input sequence with $T$ frames. For spatiotemporal modeling, our model is based on 2D CNN ResNet [14] and constructed by stacking multiple Temporal Excitation and Aggregation (TEA) blocks. The TEA block contains a motion excitation (ME) module to excite motion patterns and a multiple temporal aggregation (MTA) module to establish a long-range temporal relationship. Following previous methods [42, 25], the simple temporal average pooling is utilized at the end of the model to average the predictions of all frames.

3.1. Motion Excitation (ME) Module

Motion measures the content displacements of the two successive frames and mainly reflects the actual actions. Many previous works utilize motion representations for action recognition [42, 3]. Still, most of them only consider pixel-level motion pattern in the form of optical flow [48] and separate the learning of motions from spatiotemporal features. Different from this, in the proposed motion excitation (ME) module, the motion modeling is extended from the raw pixel-level to a largely scoped feature-level, such that the motion modeling and spatiotemporal features learning are incorporated into a unified framework.

The architecture of the ME module is shown in the left panel of Figure 2. The shape of input spatiotemporal feature $X$ is $[N, T, C, H, W]$, where $N$ is the batch size, $T$ and $C$ denote temporal dimension and feature channels, respectively. $H$ and $W$ correspond to spatial shape. The intuition of the proposed ME module is that, among all feature channels, different channels would capture distinct information. A portion of channels tends to model the static information related to background scenes; other channels mainly focus on dynamic motion patterns describing the temporal difference. For action recognition, it is beneficial to enable the model to discover and then enhance these motion-sensitive channels.

Given an input feature $X$, a $1 \times 1$ 2D convolution layer is
firstly adopted to reduce feature channels for efficiency.

\[ X' = \text{conv}_{\text{red}} * X, \quad X' \in \mathbb{R}^{N \times T \times C/r \times H \times W} \]  

(1)

where \( X' \) denotes the channel-reduced feature. * indicates the convolution operation. \( r = 16 \) is the reduction ratio.

The feature-level motion representations at time step \( t \) is approximately considered as the difference between the two adjacent frames, \( X'(t) \) and \( X'(t + 1) \). Instead of directly subtracting the original features, we propose to perform the \textit{channel-wise} transformation on features first and then utilize the transformed feature to calculate motions. Formally,

\[ M(t) = \text{conv}_{\text{trans}} * X'(t+1) - X'(t), 1 \leq t \leq T-1, \]  

(2)

where \( M(t) \in \mathbb{R}^{N \times C/r \times H \times W} \) is the motion feature at time \( t \). \( \text{conv}_{\text{trans}} \) is a 3 x 3 2D channel-wise convolution layer performing transformation for each channel.

We denote the motion feature at the end of time steps as zero, i.e., \( M(T) = 0 \), and construct the final motion matrix \( M \) by concatenating all the motion features \( [M(1), \ldots, M(T)] \). Then a global average pooling layer is utilized to summarize the spatial information since our goal is to excite the motion-sensitive channels where the detailed spatial layouts are of no great importance:

\[ M^s = \text{Pool}(M), \quad M^s \in \mathbb{R}^{N \times T \times C/r \times 1 \times 1}. \]  

(3)

Another \( 1 \times 1 \) 2D convolution layer \( \text{conv}_{\text{exp}} \) is utilized to expand the channel dimension of motion features to the original channel dimension \( C \), and the motion-attentive weights \( A \) can be obtained by using the sigmoid function:

\[ A = 2\delta(\text{conv}_{\text{exp}} * M^s) - 1, \quad A \in \mathbb{R}^{N \times T \times C \times 1 \times 1}, \]  

(4)

where \( \delta \) indicates the sigmoid function.

Finally, the role of the module is to excite the motion-sensitive channels; thus, a simple way is to conduct channel-wise multiplication between the input feature \( X \) and attentive weight \( A \). However, such an approach will suppress the static background scene information, which is also beneficial for action recognition. To address this issue, in the proposed motion-based excitation module, we propose to adopt a residual connection to enhance motion information meanwhile preserve scene information.

\[ X^o = X + X \odot A, \quad X^o \in \mathbb{R}^{N \times T \times C \times H \times W}, \]  

(5)

where \( X^o \) is the output of the proposed module, in which the motion pattern has been excited and enhanced. \( \odot \) indicates the channel-wise multiplication.

### 3.1.1 Discussion with SENet

The excitation scheme is firstly proposed by SENet [18, 17] for image recognition tasks. We want to highlight our differences with SENet. 1) SENet is designed for image-based tasks. When SENet is applied to spatiotemporal features, it processes each frame of videos independently without considering temporal information. 2) SENet is a kind of self-gating mechanism [40], and the obtained modulation weights are utilized to enhance the informative channels of feature \( X \). While our module aims to enhance the motion-sensitive ingredients of the feature. 3) The useless channels will be completely suppressed in SENet, but the static background information can be preserved in our module by introducing a residual connection.

### 3.2. Multiple Temporal Aggregation (MTA) Module

Previous action recognition methods [36, 34] typically adopt the local temporal convolution to process neighboring frames at a time, and the long-range temporal structure can be modeled only in deep networks with a large number of stacked local operations. It is an ineffective approach since the optimization message delivered from distant frames has been dramatically weakened and cannot be well handled. To address this issue, we propose the \textit{multiple temporal aggregation} (MTA) module for effective long-range temporal modeling. The MTA module is inspired by Res2Net [10], in which the spatiotemporal features and corresponding local convolution layers are split into a group of subsets. This approach is efficient since it does not introduce additional parameters and time-consuming operations. In the module, the subsets are formulated as a hierarchical residual architecture such that a serial of sub-convolutions are successively applied to the features and could accordingly enlarge the equivalent receptive field of the temporal dimension.

As shown in the upper-right corner of Figure 2, given an input feature \( X \), a typical approach is to process it with a single local temporal convolution and another spatial convolution. Different from this, we split the feature into four fragments along the channel dimension, and the shape of each fragment thus becomes \([N, T, C/4, H, W]\). The local convolutions are also divided into multiple sub-ones. The last three fragments are sequentially processed with one \textit{channel-wise} temporal sub-convolution layer and another spatial sub-convolution layer. Each of them only has 1/4 parameters as original ones. Moreover, the residual connection is added between the two adjacent fragments, which transforms the module from a parallel architecture to a hierarchical cascade one. Formally\(^1\),

\[ X^i_o = X^i_i, \quad i = 1, \]

\[ X^i_o = \text{conv}_{\text{spa}} * (\text{conv}_{\text{temp}} * X_i^o), \quad i = 2, \]

\[ X^i_o = \text{conv}_{\text{spa}} * (\text{conv}_{\text{temp}} * (X_i + X_{i-1}^o)), \quad i = 3, 4, \]

(6)

\(^1\)The necessary reshape and permutation operations are ignored for simplicity. In fact, to conduct 1D temporal convolution on input feature \( X \), it requires to be reshaped from \([N, T, C, H, W]\) to \([NHW, C, T]\).
The obtained output feature $X^o$ involves spatiotemporal representations capturing different temporal ranges. It is superior to the local temporal representations obtained by using a single local convolution in typical approaches.

**3.3. Integration with ResNet Block**

Finally, we describe how to integrate the proposed modules into standard ResNet block [14] to construct our temporal excitation and aggregation (TEA) block. The approach is illustrated in Figure 3. For computational efficiency, the motion excitation (ME) module is integrated into the residual path after the bottleneck layer (the first $1 \times 1$ Conv layer). The multiple temporal aggregation (MTA) module is utilized to replace the original $3 \times 3$ Conv layer in the residual path. The action recognition network can be constructed by stacking the TEA blocks.

**4. Experiments**

**4.1. Datasets**

The proposed approach is evaluated on two large-scale action recognition datasets, Something-Something V1 [12] and Kinetic400 [3], and other two small-scale datasets, HMDB51 [23] and UCF101 [33]. As pointed in [45, 51], most of the categories in Kinetics, HMDB, and UCF can be recognized by considering the background scene information only, and the temporal understanding is not very important in most cases. While the categories of Something-Something focus on human interactions with daily life objects, for example, “pull something” and “push something”. Classifying these interactions requires more considerations of temporal information. Thus the proposed method is mainly evaluated on Something-Something since our goal is to improve the temporal modeling ability.

Kinetics contains 400 categories and provides download URL links for ~240k training videos and ~20k validation videos. In our experiments, we successfully collect 223,127 training videos and 18,153 validation videos, because a small fraction of the URLs (around 10%) is no longer valid. For the Kinetics dataset, the methods are learned on the training set and evaluated on the validation set. HMDB contains 51 classes and 6,766 videos, while UCF includes 101 categories with 13,320 videos. For these two datasets, we follow TSN [42] to utilize three different training/testing splits for evaluation, and the average results are reported.

Something-Something V1 includes 174 categories with 86,017 training videos, 11,522 validation videos, and 10,960 test videos. All of them have been split into individual frames at the same rate, and the extracted frames are also publicly available. The methods are learned on the training set and measured on the validation set and test set.

**4.2. Implementation Details**

We utilize 2D ResNet-50 as the backbone and replace each ResNet block with the TEA block from conv2 to conv5. The sparse sampling strategy [42] is utilized to extract $T$ frames from the video clips ($T = 8$ or 16 in our experiments). During training, random scaling and corner cropping are utilized for data augmentation, and the cropped region is resized to $224 \times 224$ for each frame$^2$.

During the test, two evaluation protocols are considered to trade-off accuracy and speed. 1) efficient protocol (center crop $\times 1$ clip), in which 1 clip with $T$ frames is sampled from the video. Each frame is resized to $256 \times 256$, and a central region of size $224 \times 224$ is cropped for action prediction. 2) accuracy protocol (full resolution $\times 10$ clips), in which 10 different clips are randomly sampled from the video, and the final prediction is obtained by averaging all clips’ scores. For each frame in a video clip, we follow the strategy proposed by [43] and resize the shorter size to 256 with maintaining the aspect ratio. Then 3 crops of $256 \times 256$ that cover the full-frame are sampled for action prediction.

**4.3. Experimental Results**

**4.3.1 Ablation Study**

In this section, we first conduct several ablation experiments to testify the effectiveness of different components in our proposed TEA block. Without loss of generality, the models are trained with 8 frames on the Something-Something V1 training set and evaluated on the validation set. Six

---

$^2$More training details can be found in supplementary materials.
baseline networks are considered for comparison, and their corresponding blocks are illustrated in Figure 4. The comparison results, including the classification accuracies and inference protocols, are shown in Table 1.

- **(2+1)D ResNet.** In the residual branch of the standard ResNet block, a 1D channel-wise temporal convolution is inserted after the first 2D spatial convolution.

- **(2+1)D Res2Net.** The channel-wise temporal convolution is integrated into Res2Net block [10]. In Res2Net, the 3x3 spatial convolution of ResNet block is deformed to be a group of sub-convolutions.

- **Multiple Temporal Aggregation (MTA).** The motion excitation module is removed from the proposed TEA network.

- **Motion Excitation (ME).** Compared with the (2+1)D ResNet baseline, the proposed motion excitation module is added to the residual path.

- **(2+1)D SENet.** The SE block [18, 17] replaces the motion excitation module in the ME baseline. The SE block utilizes two fully connected layers to produce modulation weights from original features, and then apply the obtained weights to rescale the features.

- **ME w/o Residual.** The residual connection is removed from the ME baseline. Thus the output feature is obtained by directly multiplying the input feature with the motion-sensitive weights, i.e., \( X^e = X \odot A \).

### Table 1. Comparison results on Something-Something.

<table>
<thead>
<tr>
<th>Method</th>
<th>Frames \times Crops \times Clips</th>
<th>Val Top-1 (%)</th>
<th>Val Top-5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2+1)D ResNet (a) (^1)</td>
<td>8 \times 1 \times 1</td>
<td>46.0</td>
<td>75.3</td>
</tr>
<tr>
<td>(2+1)D Res2Net (b) (^2)</td>
<td>8 \times 1 \times 1</td>
<td>46.2</td>
<td>75.5</td>
</tr>
<tr>
<td>MTA (c) (^3)</td>
<td>8 \times 1 \times 1</td>
<td>47.5</td>
<td>76.4</td>
</tr>
<tr>
<td>TEA</td>
<td>8 \times 1 \times 1</td>
<td>48.9</td>
<td>78.1</td>
</tr>
</tbody>
</table>

1. **XX (y).** XX indicates the XX baseline, and y represents that the architecture of the corresponding block is the y-th one in Figure 4.

2. The result of STM using efficient inference protocol is cited from Table 9 in [20].

**Effect of Multiple Temporal Aggregation.** Firstly, it can be seen from the first compartment of Table 1 that the MTA baseline outperforms the (2+1)D ResNet baseline by a large margin (47.5% vs. 46.0%). Compared with the (2+1)D ResNet baseline, the capable long-range temporal aggregation can be constructed in the MTA module by utilizing the hierarchical structure to enlarge the equivalent receptive field of the temporal dimension in each block, which results in the performance improvements.

Moreover, considering the proposed MTA module enlarges both spatial and temporal receptive fields, it is thus necessary to ascertain the independent impact of the two aspects. To this end, we then compare the (2+1)D ResNet baseline with the (2+1)D Res2Net baseline. In (2+1)D Res2Net, the group of sub-convolutions is applied to spatial dimension only, and the equivalent receptive field of temporal dimension is unchanged in this model. We can see that the accuracies of the two baselines are similar and both inferior to that of MTA (46.0%/46.2% vs. 47.5%). It proves that exploring complicated spatial structures and sophisticated spatial representations have, to some extent, limit impacts on the action recognition task. The key to improving the performance of action recognition is capable and reliable temporal modeling ability.

**Effect of Motion Modeling.** To testify the effectiveness of the motion modeling for action recognition, we compare the ME baseline with the (2+1)D ResNet baseline. In the second compartment of Table 1, we can see that the action recognition performance is significantly increased by considering the motion encoding (48.1% vs. 46.0%). The discovery of motion-sensitive features will force the networks to focus on dynamic information that reflects the actual actions.

To prove that such improvement is not brought by introducing extra parameters and soft attention mechanisms,
we then compare the (2+1)D SENet baseline with the (2+1)D ResNet baseline. (2+1)D SENet adds the SE block at the start of the trunk path, aiming to excite the informative feature channels. However, the SE block is applied to each frame of videos independently, and the temporal information is not considered in this approach. Thus, the performance of the (2+1)D SENet baseline is similar to the (2+1)D ResNet baseline (46.5% vs. 46.0%). The improvement is quite limited.

Finally, we explore several designs for motion modeling. We first compare the ME baseline with the ME w/o Residual baseline. It can be seen that the performance decreases from 48.1% to 47.2% without residual connections since the static information related background scenes will be eliminated in ME w/o Residual. It proves that the scene information is also beneficial for action recognition, and the residual connection is necessary for the motion excitation module. Then we compare the ME baseline with STM [20]. We can see that ME attains higher accuracy than STM (48.4% vs. 47.5%), which verifies the excitation mechanism utilized in the proposed method is superior to the simple add approach used in STM. When additionally considering the long-range temporal relationship by introducing the MTA module, the accuracy of our method (TEA) can be further improved to 48.9%.

4.3.2 Comparisons with the State-of-the-arts

In this section, we first compare TEA with the existing state-of-the-art action recognition methods on Something-Something V1 and Kinetics400. The comprehensive statistics, including the classification results, inference protocols, and the corresponding FLOPs, are shown in Table 2 and 3.

In both tables, the first compartment contains the methods based on 3D CNNs or the mixup of 2D and 3D CNNs, and the methods in the second compartment are all based on 2D or (2+1)D CNNs. Due to the high computation costs of 3D CNNs, the FLOPs of methods in the first compartment are typically higher than others. Among all existing methods, the most efficient ones are TSN [42] and TSM [25] with only 33G FLOPs. Compared with these methods, the FLOPs of our proposed TEA network slightly increases to 35G (1.06×), but the performance is increased by a big margin, a relative improvement of 5.4% (48.8% vs. 43.4%).

The superiority of our TEA on Something-Something is quite impressive. It confirms the remarkable ability of TEA for temporal modeling. Using efficient inference protocol (center crop×1 clip) and 8 input frames, the proposed TEA obtains 48.8%, which significantly outperforms TSN and TSM with similar FLOPs (19.7%/43.4%). This results even exceeds the ensemble result of TSM, which combines the two models using 8 and 16 frames, respectively (TSM$_{en}$, 46.8%). When utilizing 16 frames as input and applying a more laborious accuracy evaluation protocol (full resolution×10 clips), the FLOPs of our method increase to ~2000G, which is similar to NL 13D+GCN [44]. But the proposed method significantly surpasses NL 13D+GCN and all other existing methods (52.3% vs. 46.1%) on the validation set. Our performance on the test set
Table 3. Comparison results of TEA with other state-of-the-art methods on Kinetics400 validation set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Frames x Crops x Clips</th>
<th>FLOPs</th>
<th>Pre-train</th>
<th>Top-1 (%)</th>
<th>Top-5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D/(2D+3D) CNNs:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D-3D-RGB [3]</td>
<td>Inception V1</td>
<td>64xN/A/N/A</td>
<td>108G x N/A x N/A</td>
<td>None</td>
<td>72.1</td>
<td>90.3</td>
</tr>
<tr>
<td>ECO-RGB [52]</td>
<td>BNIncep+3D Res18</td>
<td>92x1x1</td>
<td>267G x 1x1</td>
<td>None</td>
<td>70.0</td>
<td>-</td>
</tr>
<tr>
<td>NL 3D-RGB [44]</td>
<td>ResNet101</td>
<td>32x6x10</td>
<td>359G x 6x10</td>
<td>ImgNet</td>
<td>77.7</td>
<td>93.3</td>
</tr>
<tr>
<td>NL SlowFast [7]</td>
<td>ResNet101</td>
<td>(16+8)x3x10</td>
<td>234G x 3x10</td>
<td>None</td>
<td>79.8</td>
<td>93.9</td>
</tr>
<tr>
<td>2D/(2+1)D CNNs:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSN-RGB [42]</td>
<td>Inception v3</td>
<td>25x10x1</td>
<td>53G x 10x1</td>
<td>ImgNet</td>
<td>69.1</td>
<td>88.7</td>
</tr>
<tr>
<td>TSN-RGB [42]</td>
<td>ResNet50</td>
<td>16x3x10</td>
<td>67G x 3x10</td>
<td>ImgNet</td>
<td>73.7</td>
<td>91.6</td>
</tr>
<tr>
<td>STM-RGB [20]</td>
<td>ResNet50</td>
<td>8x3x10</td>
<td>33G x 3x10</td>
<td>ImgNet</td>
<td>74.1</td>
<td>-</td>
</tr>
<tr>
<td>STM-RGB [25]</td>
<td>ResNet50</td>
<td>16x3x10</td>
<td>65G x 3x10</td>
<td>ImgNet</td>
<td>74.7</td>
<td>-</td>
</tr>
<tr>
<td>TEA (Ours)</td>
<td>ResNet50</td>
<td>8x1x1</td>
<td>35G x 1x1</td>
<td>ImgNet</td>
<td>72.5</td>
<td>90.4</td>
</tr>
<tr>
<td>TEA (Ours)</td>
<td>ResNet50</td>
<td>8x3x10</td>
<td>35G x 3x10</td>
<td>ImgNet</td>
<td>75.0</td>
<td>91.8</td>
</tr>
<tr>
<td>TEA (Ours)</td>
<td>ResNet50</td>
<td>16x1x1</td>
<td>70G x 1x1</td>
<td>ImgNet</td>
<td>74.0</td>
<td>91.3</td>
</tr>
<tr>
<td>TEA (Ours)</td>
<td>ResNet50</td>
<td>16x3x10</td>
<td>70G x 3x10</td>
<td>ImgNet</td>
<td>76.1</td>
<td>92.5</td>
</tr>
</tbody>
</table>

1. “ImgNet” denotes ImageNet dataset [4, 30] and “None” indicates training models from scratch.
2. “N/A” represents that the authors do not report the inference protocol in their paper.

Table 4. Comparison results on HMDB51 and UCF101.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>HMDB51 MCA (%)</th>
<th>UCF101 MCA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-3D-(RGB+Flow) [3]</td>
<td>3D Inception</td>
<td>80.7</td>
<td>98.0</td>
</tr>
<tr>
<td>TSN-(RGB+Flow) [42]</td>
<td>BNInception</td>
<td>68.5</td>
<td>94.0</td>
</tr>
<tr>
<td>TSM² [13]</td>
<td>ResNet50</td>
<td>70.7</td>
<td>94.5</td>
</tr>
<tr>
<td>STM [20]</td>
<td>ResNet50</td>
<td>72.2</td>
<td>90.2</td>
</tr>
<tr>
<td>TEA (Ours)</td>
<td>ResNet50</td>
<td>73.3</td>
<td>96.9</td>
</tr>
</tbody>
</table>

1. MCA denotes mean class accuracy.
2. TSM does not report MCA results, and the listed results are cited from STM [20].

(46.6%) also outperforms most of the existing methods. Moreover, we do not require additional COCO images [26] to pre-train an object detector as in [44]. When compared with the methods utilizing both RGB and optical flow modalities, i.e., ECO-RGB (49.5%) and TSM-(RGB+Flow) [25] (50.2%), the obtained result (52.3%) also shows substantial improvements.

On Kinetics400, the performance of our method (76.1%) is inferior to that of SlowFast [7] (79.8%). However, the SlowFast networks adopt the deeper networks (ResNet101) based on 3D CNNs and utilize time-consuming non-local [43] operations. When comparing methods with similar efficiency, such as TSM [25] and STM [20], TEA obtains better performance. When adopting 8 frames as input, TEA gains ∼1% higher accuracy than TSM (75.0% vs. 74.1%). While utilizing 16 input frames, our TEA method outperforms both TSM 16f and STM 16f with a large margin (76.1% vs. 74.7%/73.7%).

Finally, we report comparison results on HMDB51 and UCF101 in Table 4. Our method achieves 73.3% on HMDB51 and 96.9% on UCF101 with the accuracy inference protocol. The performance of our model (TEA 16f) outperforms most of the existing methods except for 3D [3]. 1D is based on 3D CNNs and additional input modality; thus, its computational FLOPs will be far more than ours.

5. Conclusion

In this paper, we propose the Temporal Excitation and Aggregation (TEA) block, including the motion excitation (ME) module and the multiple temporal aggregation (MTA) module for both short- and long-range temporal modeling. Specifically, the ME module could insert the motion encoding into the spatiotemporal feature learning approach and enhance the motion pattern in spatiotemporal features. In the MTA module, the reliable long-range temporal relationship can be established by deforming the local convolutions into a group of sub-convolutions to enlarge the equivalent temporal receptive field. The two proposed modules are integrated into the standard ResNet block and cooperate for capable temporal modeling.
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