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Abstract

Holistically understanding an object with its 3D movable

parts is essential for visual models of a robot to interact

with the world. For example, only by understanding many

possible part dynamics of other vehicles (e.g., door or trunk

opening, taillight blinking for changing lane), a self-driving

vehicle can be success in dealing with emergency cases.

However, existing visual models tackle rarely on these situ-

ations, but focus on bounding box detection. In this paper,

we fill this important missing piece in autonomous driving

by solving two critical issues. First, for dealing with data

scarcity, we propose an effective training data generation

process by fitting a 3D car model with dynamic parts to

cars in real images. This allows us to directly edit the real

images using the aligned 3D parts, yielding effective train-

ing data for learning robust deep neural networks (DNNs).

Secondly, to benchmark the quality of 3D part understand-

ing, we collected a large dataset in real driving scenario

with cars in uncommon states (CUS), i.e. with door or trunk

opened etc., which demonstrates that our trained network

with edited images largely outperforms other baselines in

terms of 2D detection and instance segmentation accuracy.

1. Introduction

An object, e.g. a car or a person, is commonly com-

posed with articulated and movable 3D parts [47, 24].

Understanding an object with its 3D parts and their fu-

ture states within images or videos is essential for the vi-

sion/perception system of a robot to decide its actions to

interact with the world. For example, in the popular au-
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Figure 1: Fine-grained parsing of cars in uncommon states

on various datasets. The results include 2D detection (red

bounding box), instance segmentation (orange mask), dy-

namic part segmentation (blue mask), and state description.

Note that the common-state cars are with green color.

tonomous driving (AD) scenario, when a car parking on the

road has its door opened, it will be very likely that some-

one would get off. As a response, the autonomous vehicle

should immediately slow down, turn the steering wheel, and

change line. Though, this case is not common, it is deadly

if there is no such understanding behind, and in real driving

scenario, there are many such cases as illustrated in Fig. 1.

However, the dominant visual perception systems with

deep neural networks, though achieved great success in

2D/3D detection [34, 12], instance segmentation [17] and

pose estimation [4, 22, 39], are based on coarse understand-

ing of objects with bounding boxes or masks. In our opin-
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ion, this is not sufficient for performing actions respect to

3D part dynamics of vehicles on the street.

This paper is a step forward to fill this missing piece, es-

pecially in AD scenario, by providing a model that enables

detailed 3D part parsing of an object. To perform such a

task, we first look through many popular AD datasets, such

as KITTI [14], CityScapes [6] and ApolloScape [20, 46].

As shown in Fig. 1, we found firstly, cases where a car has

its part moved as we discussed are existing in real driving

scenarios. Secondly, the amount of cases is too scarce, e.g.

only tens of cars, to train an effective model to dealing with

3D part understanding when these cases happened.

To generate enough amount of data for training a model

understanding 3D parts, the common strategy is manually

crowd sourcing large amount of real images [15], which

will be labor expensive, while other solutions such as ob-

taining dataset with simulated environment and computer

graphics [1, 45, 31] will have strong domain gap of car and

scene appearance to realistic scenarios. To balance the two

and automatically generate training data for current deep

learning models [17], here we propose a 3D part guided

image editing strategy, as illustrated in Fig. 2, by first fit-

ting a 3D car model with dynamic parts in images, then

re-rendering the car inside with re-configured parts and the

realistic texture. Specifically, we adopt models from the

ApolloCar3D [39] dataset where each car instance is fitted

with a 3D model, and we define ten commonly happened

dynamic parts, i.e., bonnet, trunk, four doors, two head-

lights and two taillights, for each type of 3D car model.

More specifically, for each part, we labelled its motion axis

which constraints the range of possible movement. By sam-

pling all the possible motion of a 3D car instance, our strat-

egy automatically edit the 2D car instance inside images,

yielding a large number of training samples.

Based on the generated data, we design and train a multi-

task network performing object understanding with fine

granularity, including 2D detection, instance segmentation,

dynamic part segmentation, and 3D car state description.

Our deep model is significantly more robust in understand-

ing cars in AD than models without our generated dataset.

Finally, to benchmark our model and strategies, to our

best knowledge, we construct the first dataset with large

amount of described uncommon states of cars in AD, i.e.

with door or trunk open etc., which contains 1441 labelled

street-view images, 1850 car instances, and 12 defined

states. We evaluate the part understanding quality exten-

sively with the dataset, and show our network and training

strategies yields large improvements (over 8% relatively) in

discovering and understanding these uncommon cases.

In summary, our contributions are in three aspects:

• We present a 3D part guided image editing pipeline

for automatic training data generation, which helps to

learn fine-grained object understanding models in AD.

• We design a multi-task network architecture which

produces output of both instance level and part level

object understanding.

• To benchmark our data generation strategies, and net-

work architectures, we build a large dataset which con-

tains 1441 real images with fine-grained annotation of

objects in many uncommon states. It demonstrates the

effectiveness of our approaches.

2. Related Work

Fine-grained object understanding is one of the center

problem for autonomous driving. Our work is mostly re-

lated to two areas: datasets and vehicle for fine-grained

parsing. We review the related works in the following.

Datasets for Autonomous Driving. Focusing on per-

ception in autonomous driving, several datasets have been

constructed and released. The first dataset is CamVid [2],

which annotates 701 images with 32 semantic classes. The

later released KITTI benchmark [14] contains multiple vi-

sion tasks (e.g., optical flow, 2D/3D detection). However,

it mainly annotates 2D/3D bounding boxes for each car, re-

sulting in 7481 training and 7518 test images. Recently,

CityScapes dataset [6] labelled vehicles with instance-level

segmentation, which released 2975 training, 500 validation,

and 1525 test images. ApolloScape [20] is a large-scale AD

dataset for various 2D and 3D tasks. It performs pixels-level

annotations for 2D scene parsing, providing about 140K

images. ApolloCar3D [39] is a 3D instance car dataset

built from real images in driving scenes. For each car in-

stance in 2D image, 3D model and corresponding 6-DoF

pose are manually labelled. Moreover, there exist other real

street-view self-driving datasets (e.g., Toronto [48], Mapil-

lary [30], and BDD100K [51]) and synthetic datasets (e.g.,

SYNTHIA [37], P.F.B. [35], and Virtual KITTI [11]). How-

ever, all of these datasets only annotate common cars with

2D bounding box or semantic/instance segmentation, while

cars in uncommon states are ignored (e.g., opened door

or trunk, and flashed headlights or taillights). In an AD

scenario, this information can predict further action of the

vehicle, which becomes very important for safety.

Data Generation for Deep Network. Learning ef-

fective deep networks (e.g., AlexNet [21], VGG [38],

ResNet [18], and FPN [25]), depends on large amount of

training data for each individual task. However, real data

collection and annotation [8, 26, 20] are laborious. To avoid

the difficulties of data labelling, synthetic data is widely

used for training deep networks. Current image synthe-

sis techniques can be roughly divided into two classes: 3D

model rendering and 2D image ‘cut-paste’ [10]. Recently,

several large-scale 3D model datasets have been released,

such as ShapeNet [5], ModelNet [49] and ScanNet [7].

Researchers directly render 3D models to obtain 2D im-
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Figure 2: Overview of our data augmentation pipeline.

ages for training. However, rendering is a time-consuming

work which requires pre-building the complex realistic 3D

scenes. Therefore, some works cut objects from images,

and then paste to other background to synthesize photo-

realistic training data. However, the diversity of ‘cut-paste’

results is limited. Furthermore, it cannot handle the prob-

lem of occlusion.

Nevertheless, many computer vision tasks are benefi-

cial from synthetic data, such as optical flow [3, 9], scene

flow [28], stereo [32, 52], semantic segmentation [36,

37], 3D keypoint extraction [42], viewpoint [40], object

pose [29], 3D reconstruction [16], and object detection [1,

13, 31, 45]. The key problem for these works is to fix ap-

pearance domain gap to realistic images. Domain random-

ization [43] is widely used for vehicle detection [31, 45],

which gets the optimal performance. Alhaija et al. [1] take

advantage of AR approach to overlay vehicle rendering re-

sults to the real street-view images, yielding augmented

photo-realistic training data. Hinterstoisser et al. [19] show

that by freezing a pre-trained feature extractor can train a

good object detector with synthetic data only.

Fine-grained Parsing and Understanding. For AD, as

discussed in Sec. 1, it is important to detect, segment, and

parse the moving objects into part-level semantics. Here,

state-of-the-art (SOTA) methods often rely on detecting

and understanding pipelines. Specifically, an object is first

separated using detectors such as one-stage methods (e.g.,

SSD513 [12], YOLOv3 [33]) or two-stage methods (e.g.,

Faster-RCNN [34], Mask-RCNN [17]); and then performed

fine-grained recognition with object parts, such as part key-

points regression [39] and part segmentation [47, 50]. Most

recently, Lu et al. [27] extend the part-level pixel-wise an-

notation to the part state inference problem, such that vi-

sual models can be more instructive. Our work follows this

trend, while extends previous works with object part under-

standing in 3D to handle uncommon cases in AD scenario.

3. 3D Part Guided Image Editing

In this section, we introduce how to leverage the 3D parts

to automatically edit the source 2D images. To achieve this

goal, four essential components are required: 1) 3D part

segmentation and motion axis annotation; 2) 3D transfor-

mation and 2D projection; 3) hole filling and image filter-

ing; 4) invisible region generation.

Recently, Song et al. [39] published a 2D-3D alignment

dataset: ApolloCar3D, which annotates the 3D model and

6-DoF pose for each 2D car instance. Based on the re-

leased 3D CAD models of cars, we manually segment out

the movable parts (i.e., bonnet, trunk and four doors) and

the semantic parts (i.e., two headlights and two taillights),

respectively. For semantic parts, we directly project them

to obtain the corresponding 2D regions, which are further

edited to yellow or red flashed effects (the third row in

Fig. 3). For movable parts, we firstly annotate their motion

axis, then transform the 3D parts to guide 2D image edit-

ing. Note that the 3D models provided by ApolloCar3D are

low-quality. It is difficult to obtain appropriate texture map

from source image to perform photo-realistic rendering.

Instead, we render the 3D geometry parts to obtain corre-

sponding depth map D, according to the global rotation Rg,

translation tg, and the camera intrinsic matrix K. For each

2D pixel u = (u, v)⊤ with depth value D(u), we convert it

to acquire 3D point P = (x, y, z)⊤ through

P = R
−1
g ·

(

D(u) ·K−1 · u̇− tg

)

. (1)

Here, u̇ is a homogeneous vector: u̇ = (u⊤|1)⊤.

Assuming the part locally transformed with a 3D rotation

Ro along with the motion axis, and the axis translate to in

the global coordinate. We compute the pixel’s new position

u
′ in the image domain, which is defined as:

u
′ =

⌊

π
(

K ·
(

Rg(Ro(P− to) + to

)

+ tg

)

)

⌋

. (2)
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Figure 3: The generated cars in uncommon states by our

approach. The editing results of movable parts (i.e., trunk,

bonnet, and four doors) are shown in the 1st row and the

2nd row. And the editing results of semantic parts (i.e., two

headlights and two taillights) are shown in the 3rd row.

Here, the function u = π(P) performs perspective projec-

tion of P ∈ R
3 = (x, y, z)⊤ including dehomogenisation

to obtain u ∈ R
2 = (x/z, y/z)⊤.

Note that the transformed pixels are always sparse and

noisy in the part region (Fig. 2 (e)). Here, we call the non-

valued pixel as ‘hole’. In order to fill these holes, we per-

form the linear blending algorithm [41] to obtain the RGB

values. After interpolating the non-valued pixels, we apply

a bilateral filter [44] on the edited images. The smoothed

results are shown in Fig. 2 (f) and Fig. 3.

Invisible region generation. For the case of opening

door, we can generate visual compelling results if the car

towards the camera. Once the car in the opposite direction,

opening door will introduce some invisible regions in the

original image. These invisible regions can be roughly di-

vided into two classes: one is the reverse side of the part,

another is the vehicle interior (e.g., seat, steering wheel and

engine). Empirically, the interior regions are always dark

due to the inadequate illumination. Therefore, we directly

fill interior regions with the gray color. Also, we have tried

the random color and the patches from real images. How-

ever, according to the experimental results, we don’t find

obvious differences among them.

Compared with the interior regions, coloring the reverse

side of part seems rather complex. As shown in Fig. 2, it

is not appropriate to directly filling in pure color. Thus,

we adopt the photo-realistic rendering pipeline to generate

high-fidelity results of reverse side. Considering the low-

quality models provided by ApolloCar3D, we firstly con-

struct a small expert designed 3D model database for mov-

able parts. Each part is designed by a professional artist

with the commercial software, 3dsMax. The part materi-

als are manually labelled and BRDF parameters are pre-

defined. As shown in Fig. 2 (h), we use the environment

map calculated [23] from ApolloCar3D to perform photo-

realistic rendering. Our editing results are shown in Fig. 3.

Figure 4: The architecture of our two-backbone network,

which can output 2D detection, instance-level segmenta-

tion, dynamic part segmentation, and state description.

4. Network Architectures

We propose a novel multi-task deep neural network ar-

chitecture shown in Fig. 4, which is used for fine-grained

object understanding. In this section, we discuss the mod-

ules of our network and training settings in details.

4.1. Two Backbones

We aim to detect cars in uncommon states from real

street-view images through only training on the editing im-

ages. To achieve the transfer ability from synthetic data

to real data, there are two ResNet50-FPN [25] backbones

in our network. We pre-train the main backbone both on

ApolloCar3D [39] benchmark and CityScapes [6] bench-

mark using Mask-RCNN to extract the car body features

guided by a car detection task. Simultaneously, we pre-train

the auxiliary backbone on COCO dataset to learn the gen-

eral features of the edited region (e.g., the rendered parts)

guided by a general detection task. Finally, we fix the pa-

rameters of these two backbones to train the network on

the editing data. Indeed, experimental results in Sec. 6.4

demonstrate that we can get the optimal performance by

freezing two backbones.

4.2. Dynamic Part Segmentation

We adopt the Mask-RCNN [17] to implement the task

of dynamic part segmentation. In Mask-RCNN, the mask

branch outputs a Km2 dimensional binary mask for each

RoI aligned feature map, where K is the number of class

and m is the resolution. Besides, we take the dynamic part

segmentation as a new channel, resulting in output con-

taining a (K + 1 )m2 binary mask. Specifically, we feed

14×14 RoI aligned feature map to four sequential 256-d

3×3 convolution layers. A 2×2 deconvolution layer is used

to up-sample the output to 28×28. Finally, we define the

Lpart as the average of per-pixel sigmoid cross entropy loss.
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Datasets
Bonnet Trunk Doors Headlights Taillights

Total
lifted lifted fl-o. fr-o. bl-o. br-o. l-tu. r-tu. l-tu. r-tu. stop alarm

KITTI 1 9 1 0 0 5 1 0 2 1 8 0 28

CityScapes 0 0 14 5 8 4 3 2 4 0 15 0 55

ApolloScape 0 23 29 0 59 157 15 18 23 27 33 16 400

ApolloCar3D 0 13 19 1 0 11 3 5 12 9 21 0 94

Capt. Images 15 405 232 66 79 346 19 17 25 18 44 7 1273

CUS Dataset 16 450 295 72 146 523 41 42 66 55 121 23 1850

Table 1: The constructed CUS dataset, which annotates 1850 car instances in uncommon states from 1441 street-view images.

‘fl-o. (br-o.)’ indicates the opened front-left (back-right) part, and ‘l-tu. (r-tu.)’ indicates turning left (right).

4.3. State Description

We use a binary variable to represent the existence of

the particular part state (i.e., 1 for existed and 0 for others).

Then, we define the ‘part state vector’ as a concatenation

of all binary variables. Our method regresses the part state

vector through the sequential convolution layers and a fully

connected layer in mask branch. Similarly, we define the

Lstate as the average sigmoid cross entropy loss.

4.4. Training Details

At first, we pre-train a Mask-RCNN with ResNet50-

FPN backbone both on ApolloCar3D [39] benchmark and

CityScapes [6] benchmark through a car instance segmenta-

tion task. Then, we initialize the main backbone by copying

the parameters of the pre-trained network. Simultaneously,

we pre-train the auxiliary backbone on COCO dataset using

the same network architecture. Finally, we fix the param-

eters of these two backbones to train the network on the

editing data. The multi-task loss is defined as:

L = Lp
class + Lp

reg + Lr
class + Lr

box

+Lr
mask + Lr

state + Lr
part,

(3)

where (.)p and (.)r indicate RPN and RCNN, respectively.

The subscript state and part denote the loss of state vector

and part mask, respectively. We minimize our loss function

using the SGD with a weight decay of 0.0001 and a mo-

mentum of 0.9. The learning rate is initially set to 0.002,

and reduced by 0.1 for every 5 epochs.

5. CUS Dataset

To our best knowledge, none of existing datasets pro-

vides the detailed annotation of cars in uncommon states

(CUS). To evaluate the quality of edited data and bench-

mark network performance, we construct a CUS dataset

with real street-view images annotated. Specifically, we

firstly look up the existing AD-oriented datasets, including

KITTI [14], CityScapes [6], ApolloScape [20], and Apol-

loCar3D [39]. These four datasets have a total of 80,000

images, which labelled over 1 million car instances. How-

ever, very few of them are in uncommon states (Tab. 1).

To add more CUS data, we drive a car to capture im-

ages in various sites (i.e., hospital, park, school, and urban

road) and in different time (i.e., morning, noon, and after-

noon). Consequently, we capture about 150,000 images in

total. After removed the blurred and overexposed images,

we finally collect 1273 car instances to label.

As shown in Tab. 1, our dataset covers 10 dynamic parts

(i.e., bonnet, trunk, four doors, two headlights, and two

taillights) and 12 uncommon states, which annotates 1850

car instances from 1441 images. For each car instance, we

manually labelled the 2D bounding box, instance segmenta-

tion, dynamic part segmentation, and state description. No-

tice that our trained deep model is used directly for testing

on CUS dataset without any ‘domain adaptation’ or ‘fine-

turning’ strategies. We believe the built benchmark can

effectively verify the quality of editing data, and quantita-

tively evaluate the network performance.

6. Results

6.1. Experimental Settings

Our network is trained on a 64-bit work station with a

8-core 3.4 GHz CPU, 4 Nvidia TITAN XP graphics cards,

and Ubuntu 16.04 OS. The generated training data mostly

comes from ApolloCar3D dataset which labelled the 3D

model and 6-DoF pose for each car instance. Consider-

ing the obvious domain gap among different datasets, we

further annotate 100 common car instances with 2D-3D

aligned in KITTI, CityScapes, ApolloScape, and captured

images, respectively. Then we perform the proposed edit-

ing approach to generate CUS data for training. The editing

time for each car is about 3 seconds. Specifically, 0.5s for

3D points transformation and projection, 0.5s for hole fill-

ing and filtering, and 2s for invisible region generation.

The training time of our network depends on the data

number. In general, training 25K images costs 24 hours. On

the testing phase, we directly use the trained model to per-

form fine-grained understanding on CUS dataset. As shown
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Figure 5: The training data of different approaches: (a) raw

images; (b) rendering data; (c) editing data by our approach.

in Fig. 1, Fig. 7 (c) and Fig. 10, our network outputs holistic

parsing results, including 2D detection, instance-level seg-

mentation, dynamic part segmentation, and state descrip-

tion. Source code, data and more results can be found on the

project page (https://github.com/zongdai/EditingForDNN).

6.2. Evaluation Metric

In Sec. 6.3, our network is compared with Mask-RCNN.

Note that the proposed benchmark is only focused on CUS.

While Mask-RCNN cannot distinguish the cars in com-

mon/uncommon states, which are both existed in the testing

data. If we use the AP metric to evaluate this experiment,

the detected common-state cars will decrease the precision,

resulting in inaccurate AP value. Therefore, we compute

the maximum of IoU values between the ground truth and

the predictions to evaluate the network performance.

Different with Mask-RCNN, our two-backbone network

can correctly detect the cars in uncommon states. For the

ablation study in Sec. 6.4, we choose the mAP metric to

evaluate the performance of 2D detection, instance segmen-

tation, and part segmentation. For state description, we

compute the match rate at each binary item between pre-

diction state vectors and ground truth.

Methods 2D Detection (IoU) Ins. Seg. (IoU)

Baseline 1 0.751 0.704

Baseline 2 0.758 0.712

Baseline 3 0.775 0.721

Baseline 4 0.766 0.713

Baseline 5 0.772 0.719

Ours 0.862 0.815

Table 2: 2D detection and instance segmentation evaluation

results with different approaches on CUS dataset.

Figure 6: Visualization results on 2D detection and instance

segmentation (five baseline methods vs. ours).

6.3. Comparison with Baseline Methods

To demonstrate our method can effectively improve the

performance on 2D detection and instance-level segmenta-

tion, following baseline methods are compared (Tab. 2):

Baseline 1: Mask-RCNN + Existing Datasets. We

train the Mask-RCNN network on the existing datasets

(i.e., KITTI, CityScapes, ApolloScape, and ApolloCar3D),

which only annotate the common-state cars (Fig. 5 (a)). In

the testing phase, we directly output the results of 2D detec-

tion and instance-level segmentation on CUS dataset.

Baseline 2: Mask-RCNN + Rendering Data. We im-

plement the rendering-based data generation pipeline which

is adopted in most image synthesis works [40, 31, 45].

Following [1], we construct 50 high-quality textured CAD

models of cars, which are labelled the dynamic parts and

motion axis. We transform the car models according to the

6-DoF pose and operate the dynamic parts to generate un-

common states. Here, we use Blender software to obtain

rendering result which is further overlaid to background

(Fig. 5 (b)). Consequently, we build a rendering dataset

which consists of 25K images. We train the Mask-RCNN

network on rendering data and test on CUS dataset.

Baseline 3: Mask-RCNN + Editing Data. We then train

the Mask-RCNN network using our editing data (Fig. 5 (c))

which has the same number with the rendering data. We

evaluate the trained Mask-RCNN network on CUS dataset.

Baseline 4: Our Network + Existing Datasets. We

train our two-backbone network using the existing datasets

which are introduced in Baseline 1.

Baseline 5: Our Network + Rendering Data. We train

the proposed two-backbone network using the rendering

data which is illustrated in Baseline 2.

Our method: Our Network + Editing Data. At last, we

train our two-backbone network using the editing data. The

quantitative results of these approaches are listed in Tab. 2.
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Methods 2D Detection (mAP) Instance Seg. (mAP) Part Seg. (mAP) State Description

Single Backbone Re-trained 0.136 0.114 0.144 0.149

Single Backbone Frozen 0.672 0.516 0.273 0.837

Two Backbones Frozen 0.701 0.563 0.314 0.874

Table 3: Ablation study of our network on 2D detection, instance segmentation, part segmentation, and state description.

Figure 7: Visual results on ablation study of our network:

(a) single backbone re-trained; (b) single backbone frozen;

(c) two backbones frozen. The words with red/green color

indicate the wrong/correct state descriptions.

The results of Baseline 1 indicate that the model of

Mask-RCNN trained by common-state cars can detect and

segment the car body. However, the dynamic parts are al-

ways ignored (Fig. 6 (a)). The results of Baseline 2 show

that rendering data improves the network performance com-

pared with Baseline 1. While the rendering data (Fig. 5 (b))

has the natural domain gap with the real captured images

(Fig. 5 (a)). In addition, 3D rendering costs much 10x

time than editing-based approach. The results of Baseline

3 prove that Mask-RCNN trained by editing data outper-

forms existing datasets and rendering data. However, when

we visualize the results of detection and segmentation in

Fig. 6 (c), it is clearly shown that the visible parts are good

while the reverse side of dynamic part suffers from errors.

Baseline 4 and Baseline 5 are using our two-backbone

network to train on the existing datasets and rendering data,

respectively. However, the performance of both baseline

methods are not improved significantly. Here, we empha-

size that our two-backbone network is carefully designed

to learn the editing data, especially the dynamic parts. Di-

rectly using our network cannot effectively learn other data,

because they are in the different domain. Consequently, our

two-backbone network trained by editing data gets the best

performance, which advances other methods by over 8 per-

cent on both tasks (Tab. 2). The main improvement comes

from the invisible regions (Fig. 6 (f)).

Figure 8: The performance of our two-backbone network

with different number of training data.

6.4. Performance Analysis

The impact of our network structure. Besides 2D de-

tection and instance segmentation, our network can detect

cars in uncommon states, segment dynamic parts, and de-

scribe states. To illustrate the impact of our network struc-

ture, we conduct an ablation study as shown in Tab. 3 using

constant number of training data (i.e., 25K). We firstly re-

train the single backbone, which is a common strategy in

most deep networks (e.g., [17]). The results show that it

can hardly predict correct class of CUS, leading bad perfor-

mance on these tasks (Fig. 7 (a)). We then freeze the sin-

gle backbone pre-trained on COCO during the editing data

training. The performance is improved due to relieving the

over-fitting problem. However, the frozen backbone can not

extract adequate features (Fig. 7 (b)). On the contrast, our

two backbones which pre-trained on car detection task and

general task can not only extract adequate features but also

avoid over-fitting problem. It achieves the best performance

on these tasks (Fig. 7 (c)).

The impact of the number of training data. Empiri-

cally, the performance of deep network largely relies on the

number of training data. Here, we conduct an experiment to

study the relationship between the number of data and net-

work performance. Thanks to the fully automatic editing-

based approach, we set the number of data from 5K to 40K

with an interval of 5K to train our network. Fig. 8 shows

the network performance on multiple tasks with respect to
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Figure 9: The rendering results with (a) and without (b)

environment map.

Tasks w/o Env. Map with Env. Map

2D Detection (mAP) 0.688 0.701

Ins. Seg. (mAP) 0.538 0.563

Part Seg. (mAP) 0.221 0.314

State Description 0.844 0.874

Table 4: The impact of environment map.

different number of training data. We find that from 5K

to 25K, the network performance is significantly improved.

While from 25K to 40K, it is not sensitive to the number. In

practice, we set the number of training data to 25K, which

is a good compromise of efficiency and accuracy.

The impact of environment map. In the proposed data

generation pipeline, we render the reverse side of dynamic

parts to generate the invisible region data. While in the wild,

illumination (or environment map) plays an important role

which determines the rendered region whether is compati-

ble with the surroundings. Here, we conduct an experiment

to study the effectiveness of environment map. We utilize

the same number of reverse side data with/without environ-

ment map (shown in Fig. 9) to train our network, and eval-

uate on the proposed CUS dataset. As shown is Tab. 4, the

data rendered by environment map significantly improves

the network performance. In particular, the dynamic part

segmentation gets a 9.3 percent improvement.

6.5. Application

Our results can effectively support a number of high-

level vision tasks. As shown in Fig. 10, we integrate hu-

man detection task to our network. Intuitively, there exists

rich semantics between the human and the dynamic parts.

For example, if someone stands near by the lifted trunk, it

is very likely that he/she is taking the luggage. If someone

bends to push the door of car, it implies he/she would get

off. Besides action reasoning and interaction understanding,

we can even infer the people’s identity from the uncommon

cases. For instance, if the front left door is opened, people

near the door usually is a driver.

Figure 10: The applications on action reasoning and people

identity inference by understanding CUS.

7. Conclusion and Limitation

In this paper, we make the first attempt to analyse the

cars in uncommon states (CUS). Instead of annotating large

amount of images, we present an editing-based data gen-

eration approach which takes advantage of 3D parts. Our

method is light-weight but high-efficiency, which advances

the rendering-based methods by a large margin. To perform

a holistic understanding for CUS, we propose a multi-task

deep network which can simultaneously output 2D detec-

tion, instance-level segmentation, dynamic part segmenta-

tion, and state description. To benchmark the performance,

we construct a CUS dataset which contains 1441 real im-

ages (1850 car instances) with fine-grained annotation. The

experimental results show that our editing data and deep

network perform well on CUS.

Nevertheless, there are a number of limitations, which

point out our direction in the future work. First, AD is a

huge and complex project, the uncommon states analysed

in this paper are closed to cars. Some other objects, such as

human and road, we will pay more attention to them. Sec-

ond, the output of our network are mostly 2D results. We

will extend this work to 3D space, such as 3D detection, 3D

localization, and 3D reconstruction. Third, we will research

CUS on the video sequences. Lastly, we will fuse multi-

ple sensors (e.g., RGB camera, stereo camera, Lidar, and

Radar) to research the CUS problem.
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