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ing predictions in egocentric views suffers from partial vis-

ibility: we only see the context of the environment in the

present view - other relevant parts of the environment are

occluded and only become visible as the car moves. Fig-

ure 1 shows that the effect of the egomotion is substantial

even in this example with relatively slow motion.

In this paper, we approach these two challenges in com-

bination: multimodality of the future and egocentric vision.

For the multimodality, we build upon the recent work by

Makansi et al. [36], who proposed a technique to overcome

mode collapse and stability issues of mixture density net-

works. However, the work of Makansi et al. assumes a

static bird’s-eye view of the scene. In order to carry the

technical concept over to the egocentric view, we introduce

an intermediate prediction which improves the quality of the

multimodal distribution: a reachability prior. The reacha-

bility prior is learned from a large set of egocentric views

and tells where objects of a certain class are likely to be in

the image based on the image’s semantic segmentation; see

Figure 2 top. This prior focuses the attention of the predic-

tion based on the environment. Even more important, we

can propagate this prior much more easily into the future -

using the egomotion of the vehicle - than a whole image or

a semantic map. The reachability prior is a condensation of

the environment, which contains the semantic context most

relevant to the task.

The proposed framework of estimating and propagating

a multimodal reachability prior is not only beneficial for fu-

ture localization of a particular object (Figure 2 left), but

it also enables the task of emergence prediction (Figure 2

right). For safe operation, it is not sufficient to reason about

the future location of the observed objects, but also poten-

tially emerging objects in the scene must be anticipated, if

their emergence exceeds a certain probability. For example,

passing by a school requires extra care since the probability

that a child can jump on the street is higher. Autonomous

systems should behave differently near a school exit than on

a highway. Predicting emergence of new objects did not yet

draw much attention in literature.

The three tasks in Fig. 2 differ via their input conditions:

the reachability prior is only conditioned by the semantic

segmentation of the environment and the class of interest.

It is independent of a particular object. Future localiza-

tion includes the additional focus on an object of interest

and its past trajectory. These conditions narrow down the

space of solutions and make the output distribution much

more peaked. Emergence prediction is a reduced case of

the reachability prior, where new objects can only emerge

from unobserved areas of the scene.

In this paper (1) we propose a future localization frame-

work in egocentric view by transferring the work by

Makansi et al. [36] from bird’s-eye view to egocentric ob-

servations, where multimodality is even more difficult to

Where could a pedestrian be in the scene?

Where will the observed pedestrian be

in the future?

(Future Localization)

Where could a pedestrian emerge 

in the future?

(Emergence Prediction)

Where could a pedestrian be in the scene?

(Reachability Prior)

Figure 2. Top: The reachability prior (white rectangles) answers

the general question of where a pedestrian could be in a scene.

Left: Future localization (green rectangles) of a particular pedes-

trian crossing the street narrows down the solution from the reach-

ability prior by conditioning the solution on past and current ob-

servations. The true future is shown as purple box. Right: The

emergence prediction (green rectangles) shows where a pedestrian

could suddenly appear and narrows down the solution from the

reachability prior by conditioning the solution on the current ob-

servation of the scene.

capture. Thus, (2) we propose to compute a reachability

prior as intermediate result, which serves as attention to

prevent forgetting rare modes, and which can be used to

efficiently propagate scene priors into the future taking into

account the egomotion. For the first time, (3) we formulate

the problem of object emergence prediction for egocentric

view with multimodality. (4) We evaluate our approach and

the existing methods on the recently largest public nuScenes

dataset [9] where the proposed approach shows clear im-

provements over the state of the art. In contrast to most pre-

vious works, the proposed approach is not restricted to a sin-

gle object category. (5) We include heterogeneous classes

like pedestrians, cars, buses, trucks and tricycles. (6) The

prediction horizon was tripled from 1 second to 3 seconds

into the future compared to existing methods. Moreover,

(7) we show that the approach allows zero-shot transfer to

unseen and noisy datasets (Waymo [50] and FIT).

2. Related Work

Bird’s-Eye View Future Localization. Predicting the

future locations or trajectories of objects is a well studied

problem. It includes techniques like the Kalman filter [26],

linear regression [39], and Gaussian processes [42, 57, 43,

56]. These techniques are limited to low-dimensional data,

which excludes taking into account the semantic context

provided by an image. Convolutional networks allow pro-

cessing such inputs and using them for future localization.
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LSTMs have been very popular due to time series process-

ing. Initial works exploited LSTMs for trajectories to model

the interaction between objects [2, 59, 65], for scenes to ex-

ploit the semantics [4, 38], and LSTMs with attention to

focus on the relevant semantics [46].

Another line of works tackle the multimodal nature of

the future by sampling through cVAEs [30], GANs [3, 21,

45, 66, 27], and latent decision distributions [31]. Choi et

al. [12] model future locations as nonparametric distribu-

tion, which can potentially result in multimodality but of-

ten collapses to a single mode. Given the instabilities of

Mixture Density Networks (MDNs) in unrestricted environ-

ments, some works restrict the solution space to a set of

predefined maneuvers or semantic areas [15, 24]. Makansi

et al. [36] proposed a method to learn mixture densities in

unrestricted environments. Their approach first predicts di-

verse samples and then fits a mixture model on these sam-

ples. All these methods have been applied on static scenes

recorded from a bird’s-eye view, i.e., with full local observ-

ability and no egomotion. We build on the technique from

Makansi et al. [36] to estimate multimodal distributions in

egocentric views.

Egocentric Future Localization. The egocentric cam-

era view is the typical way of observing the scene in au-

tonomous driving. It introduces new challenges due to the

egomotion and the narrow field of view. Multiple works

have addressed these challenges by projecting the view into

bird’s-eye view using 3D sensors [14, 17, 16, 47, 35, 44,

13]. This is a viable approach, but it suffers from non-

dense measurements or erroneous measurements in case of

LIDAR and stereo sensors, respectively.

Alternative approaches try to work directly in the ego-

centric view. Yagi et al. [62] utilized the pose, locations,

scales and past egomotion for predicting the future tra-

jectory of a person. TraPHic [10] exploits the interac-

tion between nearby heterogeneous objects. DTP [49] and

STED [48] use encoder-decoder schemes using optical flow

and past locations and scales of the objects. Yao et al. [63]

added the planned egomotion to further improve the predic-

tion. For autonomous driving, knowing the planned motion

is a reasonable assumption [20], and we also make use of

this assumption. All these models work with a determin-

istic model and fail to account for the multimodality and

uncertainty of the future. The effect of this is demonstrated

by our experiments.

The most related work to our approach, in the sense that

it works on egocentric views and predicts multiple modes,

is the Bayesian framework by Bhattacharyya et al. [7]. It

uses Bayesian RNNs to sample multiple futures with uncer-

tainties. Additionally, they learn the planned egomotion and

fuse it to the main future prediction framework. NEMO [37]

extends this approach by learning a multimodal distribution

for the planned egomotion leading to better accuracy. Both

methods need multiple runs to sample different futures and

suffer from mode collapse, i.e., tend to predict only the most

dominant mode, as demonstrated by our experiments.

Egocentric Emergence Prediction. To reinforce safety

in autonomous driving, it is important to not only predict

the future of the observed objects but also predict where

new objects can emerge. Predicting the whereabouts of an

emerging object inherits predicting the future environment

itself. Predicting the future environment was addressed by

predicting future frames [55, 52, 51, 1, 28, 32, 61] and fu-

ture semantic segmentation [34, 25, 54, 33, 8, 6]. These

methods can only hallucinate new objects in the scene in

a photorealistic way, but none of them explicitly predicts

the structure where new objects can actually emerge. Von-

drick et al. [53] consider a higher-level task and predict the

probability of a new object to appear in an egocentric view.

However, they only predict ”what” object to appear but not

”where”. Fan et al. [19] suggested transferring current ob-

ject detection features to the future. This way they antici-

pate both observed and new objects.

Reachability Prior Prediction. The environment poses

constraints for objects during navigation. While some re-

cent works use an LSTM to learn environment constraints

from images [38, 60], others [4, 12] choose a more explicit

approach by dividing the environment into meaningful grids

to learn the grid-grid, object-object and object-grid interac-

tions. Also soft attention mechanisms are commonly used

to focus on relevant features of the environments [45, 46].

While these methods reason about static environment con-

straints within the model proposed, we propose to separate

this task and learn a scene prior before the future localiza-

tion in dynamic scenes. Lee et al [29] proposed a similar

module, where a GAN per object class generates multiple

locations to place an object photorealistically.

3. Multimodal Egocentric Future Prediction

Figure 3 shows the pipeline of our framework for the

future localization task consisting of three main modules:

(1) reachability prior network (RPN), which learns a prior

of where members of an object class could be located in se-

mantic map, (2) reachability transfer network (RTN), which

transfers the reachability prior from the current to a future

time step taking into account the planned egomotion, and

(3) future localization network (FLN), which is conditioned

on the past and current observations of an object and learns

to predict a multimodal distribution of its future location

based on the general solution from the RTN.

Emergence prediction shares the same first two modules

and differs only in the third network where we drop the con-

dition on the past object trajectory. We refer to it as emer-

gence prediction network (EPN). The aim of EPN is to learn

a multimodal distribution of where objects of a class emerge

in the future.
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sort [58] to detect and track objects, and DSO [18] to esti-

mate the egomotion. This dataset allows testing the robust-

ness to noisy inputs (without human annotation). We will

make these sequences and the annotations publicly avail-

able.

4.2. Evaluation Metrics

FDE. For evaluating both future localization and emer-

gence prediction, we report the common Final Displace-

ment Error (FDE), which estimates the L2 distance of the

centers of two bounding boxes in pixels.

IOU. We report the Intersection Over Union (IOU) met-

ric to evaluate how well two bounding boxes overlap.

The above metrics are designed for single outputs, not

distributions. In case of multiple hypotheses, we applied

the above metrics between the ground truth and the closest

mode to the ground truth (known as Oracle [36, 30]).

NLL. To evaluate the accuracy of the multimodal dis-

tribution, we compute the negative log-likelihood of the

ground-truth samples according to the estimated distribu-

tion.

4.3. Training Details

We used ResNet-50 [23] as sampling network in all parts

of this work. The fitting network consisted of two fully con-

nected layers (each with 500 nodes) with a dropout layer

(rate = 0.2) in between. In the FLN, we observed δt = 1

second and predicted ∆t = 3 seconds into the future. For

the EPN, we observed only one frame and predicted ∆t = 1

second into the future. We used N = 20 for all sampling

networks, and K = 4 and K = 8 as the number of mixture

components for the FLN and the EPN, respectively. The

emergence prediction task requires more modes compared

to the future localization task since the distribution has typ-

ically more modes in this task.

4.4. Baselines

As there is only one other work so far on egocentric mul-

timodal future prediction [7], we compare also to unimodal

baselines, which are already more established.

Kalman Filter [26]. This linear filter is commonly used

for estimating the future state of a dynamic process through

a set of (low-dimensional) observations. It is not expected

to be competitive, since it considers only the past trajectory

and ignores all other information.

DTP [49]. DTP is a dynamic trajectory predictor for

pedestrians based on motion features obtained from optical

flow. We used their best performing framework, which pre-

dicts the difference to the constant velocity solution.

STED [48]. STED is a spatial-temporal encoder-

decoder that models visual features by optical flow and tem-

poral features by the past bounding boxes through GRU en-

coders. It later fuses the encoders into another GRU decoder

to obtain the future bounding boxes.

RNN-ED-XOE [63]. RNN-ED-XOE is an RNN-based

encoder-decoder framework which models both temporal

and visual features similar to STED. RNN-ED-XOE addi-

tionally encodes the future egomotion before fusing all in-

formation into a GRU decoder for future bounding boxes.

FLN-Bayesian using [7]. The work by Bhattacharyya et

al. [7] is the only multimodal future prediction work for the

egocentric scenario in the literature. It uses Bayesian op-

timization to estimate multiple future hypotheses and their

uncertainty. Since they use a different network architecture

and data modalities, rather than direct method comparison

we port their Bayesian optimization into our framework for

fair comparison. We re-trained our FLN with their objec-

tive to create samples by dropout during training and testing

time as replacement for the EWTA hypotheses. We used the

same number of samples, N = 20, as in our standard ap-

proach.

All these baselines predict the future trajectory of either

pedestrians [49, 48, 7] or vehicles [63]. Thus, we re-trained

them on nuScenes [9] to handle both pedestrian and vehicle

classes. Moreover, some baselines utilize the future ego-

motion obtained from ORB-SLAM2 [40] or predicted by

their framework, as in [7]. For a fair comparison, we used

the egomotion from nuScenes dataset when re-training and

testing their models, thus eliminating the effect of different

egomotion estimation methods.

FLN w/o reachability. To measure the effect of the

reachability prior, we ran this version of our framework

without RPN and RTN.

FLN + reachability. Our full framework including all 3

networks: RPN, RTN, FLN.

Due to the lack of comparable work addressing the emer-

gence prediction task, so far, we conduct an ablation study

on the emergence prediction to analyze the effect of the pro-

posed reachability prior on the accuracy of the prediction.

4.5. Egocentric Future Localization

Table 1 shows a quantitative evaluation of our proposed

framework against all the baselines listed above. To distin-

guish test cases that can be solved with simple extrapolation

from more difficult cases, we use the performance of the

Kalman filter [26]; see also [63]. A test sample, where the

Kalman filter [26] has a displacement error larger than aver-

age is counted as challenging. An error more than twice the

average is marked very challenging. In Table 1, we show

the error only for the whole test set (all) and the very chal-

lenging subset (hard). More detailed results are in the sup-

plemental material.

As expected, deep learning methods outperform the ex-

trapolation by a Kalman filter on all metrics. Both variants

of our framework show a significant improvement over all
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nuScenes [9] (all 11k / hard 1.4k) Waymo [50] (all 47.2k / hard 7.1k) FIT (all 1.4k / hard 223)

FDE ↓ IOU ↑ NLL ↓ FDE ↓ IOU ↑ NLL ↓ FDE ↓ IOU ↑ NLL ↓

Kalman [26] 45.02/179.92 0.31/0.01 − 31.69/124.71 0.39/0.02 − 38.33/146.50 0.36/0.03 −

DTP [49] 35.88/111.49 0.34/0.05 − 28.31/ 82.64 0.38/0.10 − 34.99/118.36 0.37/0.09 −

RNN-ED-XOE [63] 30.47/ 78.54 0.34/0.13 − 25.23/ 59.23 0.36/0.18 − 35.74/ 88.58 0.36/0.17 −

STED [48] 27.71/ 82.71 0.39/0.13 − 20.73/ 58.14 0.42/0.20 − 31.80/ 86.58 0.35/0.16 −

FLN-Bayesian using [7] 28.51/ 82.23 0.37/0.13 19.75/28.44 23.75/ 64.67 0.38/0.17 18.80/27.54 32.64/ 87.63 0.38/0.16 20.56/28.83
FLN w/o RPN 15.91/ 47.15 0.54/0.29 19.46/26.85 13.20/ 36.57 0.54/0.34 18.84/26.19 18.12/ 47.92 0.53/0.33 20.38/27.88
FLN + RPN 12.82/ 32.68 0.55/0.33 17.90/24.17 10.35/ 27.15 0.58/0.37 16.63/22.95 15.41/ 32.14 0.54/0.39 19.08/24.73

Table 1. Result for future localization on the nuScenes [9], the Waymo [50], and our FIT datasets. The bottom three methods predict a

multimodal distribution. The other methods are not probabilistic and do not allow evaluation of the NLL. For each cell, we report the

average over (all testing scenarios/the very challenging scenarios). The number of all/very challenging scenarios for each dataset is shown

in parentheses (top).

baselines for the FDE and IOU metrics. When we use FDE

or IOU, we use the oracle selection of the hypotheses (i.e,

the closest bounding box to the ground truth). Hence, a mul-

timodal method is favored over a unimodal one. Still, such

significant improvement indicates the need for multimodal-

ity. To evaluate without the bias introduced by the oracle

selection, we also report the negative log-likelihood (NLL).

Both variants of the proposed framework outperform the

Bayesian framework on all metrics including the NLL. In

fact, the Bayesian baseline is very close to the best uni-

modal baseline. This indicates its tendency for mode col-

lapse, which we also see qualitatively. The use of the reach-

ability prior is advantageous on all metrics and for all diffi-

culties.

As the networks (ours and all baselines) were trained on

nuScenes, the results on Waymo and FIT include a zero-

shot transfer to unseen datasets. We obtain the same ranking

for unseen datasets as for the test set of nuScenes. This

indicates that overfitting to a dataset is not an issue for this

task. We recommend having cross-dataset experiments (as

we show) also in future works to ensure that this stays true

and future improvements in numbers are really due to better

models and not just overfitting.

Figure 5 shows some qualitative example in four chal-

lenging scenarios, where there are multiple options for the

future location. (1) A pedestrian starts crossing the street

and his future is not deterministic due to different speed es-

timates. (2) A pedestrian enters the scene from the left and

will either continue walking to cross the street or will stop

at the traffic light. (3) A tricycle driving from a parking area

will continue driving to cross the road or will stop to give

way to our vehicle. (4) A car entering the scene from the left

will either slow down to yield or drive faster to overpass.

For all scenarios, we observe that the reachability prior

(shown as set of colored bounding boxes) defines the gen-

eral relation between the object of interest and the static

elements of the scene. Similar to the observation from

our quantitative evaluation, the Bayesian baseline predicts

a single future with some uncertainty (unimodal distribu-

tion). Our framework without exploiting the reachability

prior (FLN w/o RPN) tends to predict more diverse futures

FDE ↓ IOU ↑ NLL ↓

EPN w/o RPN 21.48 0.18 22.99
EPN + RPN 15.89 0.19 21.03

Table 2. Quantitative results for the emergence prediction task on

the nuScenes dataset [9].

but still lacks predicting many of the modes. The reacha-

bility prior helps the approach to cover more of the possible

future locations.

We highly recommend watching the supplementary

video, which gives a much more detailed qualitative impres-

sion of the results, as it allows the observer to get a much

better feeling for the situation than the static pictures in the

paper.

4.6. Egocentric Emergence Prediction

Table 2 shows the ablation study on the importance of

using the reachability prior for the task of predicting object

emergence in a scene. Similar to future localization, ex-

ploiting the reachability prior yields a higher accuracy and

captures more of the modes. Two qualitative examples for

this task are shown in Figure 6. Examples include scenar-

ios (1) where a vehicle could emerge in the scene from the

left street, could pass by or could be oncoming; (2) where a

car could emerge from the left, from the right, it could pass

by, or could be oncoming. EPN learns not only the loca-

tion in the image, but also meaningful scales. For instance,

the anticipation of passing-by cars has a larger scale com-

pared to expected oncoming cars. The distributions for the

two examples are different since more modes for emerging

vehicles are expected in the second example (e.g, emerging

from the right side). Notably, the reachability prior solu-

tion is different from the emergence solution, where close-

by cars in front of the egocar are part of the reachability

prior solution but are ruled out, since a car cannot suddenly

appear there. More results are provided in the supplemental

material.

5. Conclusions

In this work, we introduced a method for predicting fu-

ture locations of traffic objects in egocentric views without
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