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Abstract

Point clouds contain rich spatial information, which pro-

vides complementary cues for gesture recognition. In this

paper, we formulate gesture recognition as an irregular se-

quence recognition problem and aim to capture long-term

spatial correlations across point cloud sequences. A novel

and effective PointLSTM is proposed to propagate informa-

tion from past to future while preserving the spatial struc-

ture. The proposed PointLSTM combines state information

from neighboring points in the past with current features to

update the current states by a weight-shared LSTM layer.

This method can be integrated into many other sequence

learning approaches. In the task of gesture recognition,

the proposed PointLSTM achieves state-of-the-art results on

two challenging datasets (NVGesture and SHREC’17) and

outperforms previous skeleton-based methods. To show its

advantages in generalization, we evaluate our method on

MSR Action3D dataset, and it produces competitive results

with previous skeleton-based methods.

1. Introduction

Vision-based gesture recognition [37] is a well-studied

yet challenging problem in computer vision and has con-

siderable potential applications in human-computer interac-

tion, such as touchless interfaces and nonverbal communi-

cation systems. Effectively extracting spatio-temporal fea-

tures from sequence data is one of the most crucial issues for

gesture recognition. Most previous gesture recognition sys-

tems capture dynamic motion information with two-stream

based methods [24, 34, 22, 44] or 3D convolutional neural

networks [18, 22, 24, 25, 34, 35].

Compared with RGB data, point clouds precisely de-

scribe the latent geometric structure and distance infor-

mation of object surfaces, which provide complementary

cues for gesture recognition. Nevertheless, how to lever-
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Figure 1. The basic idea of PointLSTM (s and f are states and fea-

tures, respectively). (a) In an ideal situation, each point in the cur-

rent frame can find the corresponding point in the previous frame.

(b) The proposed PointLSTM relaxes the previous assumption and

gather relevant information from past neighbors.

age such rich spatial information in point clouds remains a

major challenge. Instead of representing point clouds as

voxels or multi-view formats, Qi et al. [30] propose the

PointNet architecture to extract structure information from

raw point clouds directly. PointNet++ [31] extends Point-

Net by applying hierarchical grouping and sampling oper-

ations to capture local structure information. Some recent

works [19, 20, 23] modify the grouping operation to extract

both motion and structure features from spatio-temporal

neighbors. Nevertheless, these methods merely focus on

short-term modeling and have insufficient abilities to cap-

ture long-term relationships.

The recent successes of recurrent neural network (RNN)

and long short-term memory (LSTM) in sequence model-
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ing [3, 7, 12, 15, 38] provide some methodological insights

on how to address the above problem. With the help of

LSTM, it becomes possible to capture both motion and ap-

pearance changes evolving with time from spatio-temporal

correspondences. However, most point cloud data are or-

derless, and directly applying a weight-shared LSTM layer

on misaligned point cloud sequences will cause optimiza-

tion difficulties. Therefore, how to leverage temporal in-

formation while preserving spatial structure is the primary

challenge in irregular sequence modeling.

To solve this problem, we propose a modified version of

LSTM for Point cloud sequences (PointLSTM). Fig. 1 illus-

trates the basic idea of the proposed method. In an ideal sit-

uation, for each point in the current frame, we can find the

corresponding point in the previous frame (Fig. 1(a)), and

a weight-shared LSTM is sufficient to process such point

cloud sequences. However, this assumption is seldom met

in practice due to occlusion and other causes. For this rea-

son, we relax it by searching relevant points in the previ-

ous frame and collecting the state information (predicted by

LSTM) from predecessors.

As illustrated in Fig. 1(b), we concatenate the features

of the current point and the previous neighboring states. A

weight-shared LSTM is used to update state information for

each point pair, and a pooling operation is applied to collect

relevant information and update current point states. Al-

though there are probably no corresponding point pairs be-

tween two consecutive frames, the proposed update mech-

anism can still collect the structure and motion information

for each point from its spatial neighbors.

Moreover, a simplified version with point-shared states

(PointLSTM-PSS) is proposed to reduce the computation

and explore the origin of the improvement. Comprehensive

ablation studies are conducted on NVIDIA Dynamic Hand

Gesture Dataset [24] and SHREC’17 Track Dataset [5], and

the proposed method achieves better results than the latest

methods. To demonstrate the generalization of the PointL-

STM, we validate the proposed method for action recogni-

tion on MSR Action3D Dataset [17], and our method shows

competitive results with skeleton-based methods.

In summary, the main contributions of this paper are:

• The proposed PointLSTM can leverage long-term

spatio-temporal relationships in irregular sequence

data while preserving the spatial structure for irregu-

lar sequence recognition problem.

• A simplified version (PointLSTM-PSS) is presented to

reduce the computation and explore the origin of the

improvement.

• Evaluations of the proposed PointLSTM on two se-

quence recognition tasks, 3D gesture recognition and

action recognition, show great potential for real-time

applications.

2. Related Work

2.1. VisionBased Dynamic Gesture Recognition

Efficiently capturing spatio-temporal information is the

main challenge of dynamic hand gesture recognition [37].

In the past decades, researchers focused on designing

appropriate features, such as histogram of oriented gra-

dients (HOG) [9] and the ensemble of shape function

(ESF) [16]. With the success of deep learning, several pre-

vious works [4, 18, 22, 24, 25, 34, 35, 44] explore the use

of 3D convolution for gesture recognition from video data.

One limitation of these methods is that hands only occupy a

small fraction of the frame. In other words, video data con-

tains much irrelevant information, and video-based mod-

els are more likely to overfit. Therefore, ensemble algo-

rithms [18, 22, 25] are widely used to integrate information

from multiple modalities and further improve performance,

which leads to unacceptable training and inference time in

practice.

With the recent development of commodity depth sen-

sors and hand pose estimation methods [10, 11, 42], it be-

comes feasible to estimate the sequences of hand joints as

intermediates in gesture recognition. Recent works [2, 26,

27] apply graph convolutional network and LSTM to learn

the spatial and temporal features from the sequences of hand

joints. However, skeleton-based methods highly rely on the

quality of the estimated results, which is sensitive to self-

occlusion, motion velocity, and image resolution and may

cause an unrecoverable mistake.

Compared to skeleton data, point clouds reflect the la-

tent geometric structure of the object surface, which pro-

vides reliable and complementary cues for gesture recogni-

tion. Inspired by the pioneering works [30, 31] that directly

use point clouds as input and extract features from its neigh-

bors, several recent works [19, 20, 23] attempt to extract dy-

namic features from point cloud sequences. Liu et al. [19]

propose FlowNet3D to estimate scene flow between two

consecutive frames, and several recent approaches [20, 23]

modify grouping operation to find the temporal correspon-

dences between frames. However, these methods only focus

on short-term modeling and are different from the proposed

method, which can capture long-term spatio-temporal rela-

tionships.

2.2. LSTM for Sequence Modeling

For sequence modeling, some studies [3, 7, 12, 15, 38]

have demonstrated that LSTM, as a special case of RNN,

has an excellent ability of long-term modeling. The key

idea of LSTM is its update mechanism: an input gate i(t)

and a forget gate f (t) control information flow from the in-

put y(t) and past hidden state h(t−1) to the cell state c(t),

and an output gate o(t) controls the final hidden state h(t),

which will be propagated to the next step. We use the fol-
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lowing equations to represent the entire process (⊙ denotes

the Hadamard product):

i(t) = σ(U (i)y(t) +W (i)h(t−1) + b(i)),

f (t) = σ(U (f)y(t) +W (f)h(t−1) + b(f)),

o(t) = σ(U (o)y(t) +W (o)h(t−1) + b(o)),

c̃(t) = tanh(U (c)y(t) +W (c)h(t−1) + b(c)),

c(t) = f (t) ⊙ c(t−1) + i(t) ⊙ c̃(t),

h(t) = o(t) ⊙ c(t),

(1)

where U (·) and W (·) are the input-to-hidden and hidden-

to-hidden weight matrices, and b(·) are bias vectors.

In the visual sequence learning task [7, 15, 38], LSTMs

are mostly attached on top of the last layer of pre-trained

CNNs, which will hurt the ability of LSTM to capture

dynamic spatial correlations evolving with time. Some

LSTM-based models are proposed to solve this problem.

ConvLSTM [38] adopts the convolution operation to con-

trol state information transitions while preserving grid

structure. AGC-LSTM [32] proposes graph convolutional

LSTM to capture the discriminative features in spatial con-

figuration and temporal dynamics.

Several recent works attempt to utilize LSTM and RNN

in point clouds. Ye et al. [41] split the whole 3D space into

uniformly-space blocks and adopt a two-direction hierarchi-

cal RNN to explore long-range spatial relationships for se-

mantic segmentation. PointRNN [8] and CloudLSTM [43]

apply RNN on dynamic point clouds for pointwise predic-

tion. These works are close to ours, but there are clear

differences: distinct from using pooling or weighted sum

operation to summarize the local information for pointwise

prediction, we keep the spatial structure and using pooling

operation to find the relevant information for the global fea-

ture extraction.

3. Method

In this section, firstly, we present the PointLSTM, the

core idea of this work, and then consider several network

architecture proposals for gesture and action recognition.

3.1. PointLSTM

As illustrated in Eq. 1, although LSTM is equipped with

the capability of creating short paths across multiple states

to model long-range relationships, it is hard to utilize it to

unaligned point cloud sequences. Here we aim to design

a suitable mechanism for inaccurate correspondent point

clouds. For this purpose, we propose two types of solutions

to tolerate rough alignment according to whether points in

the same frame share state information or not.

Here are some notations. A point cloud sequence with

T frames is represented by (P(1),P(2), · · · ,P(T )) and each

frame contains arbitrary number of points P(t) = {p
(t)
i |i =

1, 2, · · · , nt}. Besides, any point in a point cloud sequence

may have no corresponding point in other frames due to

occlusions and other causes. Each point p
(t)
i can be repre-

sented as two parts: a d-dim coordinate vector x
(t)
i and a

m-dim feature vector f
(t)
i . N∆t(x

(t)
i ) is the neighboring

point set of point p
(t)
i in frame P(t+∆t). The general LSTM

layer (Eq. 1) can be abbreviated as follows:

h(t), c(t) = LSTM(y(t),h(t−1), c(t−1)). (2)

Point-independent states. In this case, we assume each

point p
(t)
i in the point cloud sequence has independent hid-

den state h
(t)
i and cell state c

(t)
i . If we can obtain the one-

to-one correspondence between neighboring point clouds,

the problem can be simplified as a general sequence learn-

ing problem. However, it is impractical in most situations.

Therefore, we relax this assumption by searching the rel-

evant points in its past neighbors. The state information

of previous frame can propagate to the next, and the en-

tire process is illustrated in Fig. 2(a). For each point pair

(p
(t)
i , p

(t−1)
j ), p

(t−1)
j ∈ N−1(x

(t)
i ), we formulate the updat-

ing mechanism as:

y
(t)
i,j = [x

(t)
i − x

(t−1)
j ;f

(t)
i ],

h̃
(t)

i,j , c̃
(t)
i,j = LSTM(y

(t)
i,j ,h

(t−1)
j , c

(t−1)
j ),

(3)

where we use [·; ·] to denote the concatenation operation,

and h̃
(t)

i,j , c̃
(t)
i,j are virtual hidden and cell states for point pair

(p
(t)
i , p

(t−1)
j ). The final states of p

(t)
i are updated by:

h
(t)
i = g(h̃

(t)

i,1, h̃
(t)

i,2, · · · , h̃
(t)

i,nt−1
),

c
(t)
i = g(c̃

(t)
i,1, c̃

(t)
i,2, · · · , c̃

(t)
i,nt−1

),
(4)

where h
(t)
i , c

(t)
i are corresponding to the updated hidden

and cell states of point p
(t)
i , g is a symmetric function and

implemented as a max-pooling layer.

Point-shared states. In the previous point-independent

states scheme, each point owns the independent state and

gathers information from past neighbors. It will be time-

consuming, especially when the size of the point set is large.

To facilitate the updating process and explore the essential

components of PointLSTM, we propose a simplified ver-

sion with the Point-Shared States in the same frame called

PointLSTM-PSS. All points in the same frame P
(t) have

shared hidden states h(t) and cell states c(t). The updating

mechanism is shown in Fig. 2(b) and formulated as:

y
(t)
i = [x

(t)
i ;f

(t)
i ],

h̃
(t)

i , c̃
(t)
i = LSTM(y

(t)
i ,h(t−1), c(t−1)),

(5)
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Figure 2. Overview of PointLSTM and PointLSTM-PSS. (a) In the PointLSTM, each point owns the independent state, which is updated

based on current inputs and states of the neighborhood in the previous frame. (b) In the PointLSTM-PSS, points in the same frame share

the same states, and the global states are obtained by averaging all updated states in the current frame.

where h̃
(t)

i , c̃
(t)
i are virtual hidden and cell states of point

p
(t)
i and the final states at time t are defined as:

h(t) = g(h̃
(t)

1 , h̃
(t)

2 , · · · , h̃
(t)

nt
),

c(t) = g(c̃
(t)
1 , c̃

(t)
2 , · · · , c̃(t)nt

),
(6)

where h(t), c(t) are corresponding to the updated hidden

and cell states at time t, g is a symmetric function and im-

plemented as the avg-pooling layer.

3.2. Neighborhood Grouping

The idea of gathering information from predecessors in

PointLSTM is similar to the concept of the receptive field

in the convolution neural network. Nevertheless, things be-

come more complicated when considering non-rigid mo-

tions. To investigate the effect of misalignment, we follow

the previous literature [20, 23] and evaluate two types of

grouping methods: Direct grouping and Aligned grouping.

Direct grouping. In order to capture motion information

from previous frames, we directly find the k-nearest neigh-

bors of the centroid point pt,i in the previous frame as its

neighboring point set N−1(x
(t)
i ; k). This operation can in-

tegrate spatial information of neighboring frames when ob-

jects keep static. Since there is no radius limitation, direct

grouping operation can also capture relative motion infor-

mation when objects move fast.

Aligned grouping. Several recent approaches [19, 20] es-

timate scene flow for rigid objects. If we can estimate the

backward flow ∆x
(t)
i = x̃

(t−1)
i −x

(t)
i between the centroid

point p
(t)
i and its virtual corresponding point p̃

(t−1)
i in pre-

vious frame, then the N−1(x
(t)
i ; k) can be decided by the

k-nearest neighbors of p̃
(t−1)
i in frame P

(t−1).

However, non-rigid scene flow estimation is still a chal-

lenging task [14]. To evaluate the robustness of the pro-

posed method for small shifts, we roughly align neighbor-

ing point clouds by aligning their centroids:

∆x̄(t) =
1

nt−1

nt−1∑

i=1

x
(t−1)
i −

1

nt

nt∑

i=1

x
(t)
i ,

∆x
(t)
i ≈ ∆x̄(t), for i = 1, · · · , nt.

(7)

It is worth mentioning that ConvLSTM is actually a

special case of PointLSTM when applying the grid group-

ing strategy on regular data, and the proposed point-shared

states can be considered as a global grouping strategy.

3.3. Network Architecture

We evaluate the proposed method on 3D gesture and ac-

tion recognition tasks. As shown in Fig. 3, we take a mod-

ified version of FlickerNet [23] as baseline, which utilizes

one intra-frame PointNet++ [31] layer and three inter-frame

PointNet++ layers. Spatio-temporal grouping and modified

sampling layers are used to downsample point clouds be-

tween two neighboring inter-frame layers.

The proposed PointLSTM can be embedded in existing

architectures that can measure similarities between features.

To further investigate the effect of PointLSTM at different

stages, we consider four architecture designs: PointLSTM-

raw, early, middle, and late.

PointLSTM-raw. Compared with the video sequences, raw

point cloud sequences contain rich structure and distance in-

formation. We replace the first intra-frame layer with a sin-

gle PointLSTM layer to test whether it can capture structure

information from the raw point cloud.

PointLSTM-early, middle, and late. We replace three

intra-frame layers with a single PointLSTM layer, respec-

tively, to see how well the PointLSTM can capture the mo-

tion and structure information at different stages.

Moreover, to find the difference between PointLSTM

and the general LSTM, we replace stage-5 with an LSTM

layer, which extracts action information at the frame level.

We refer to this method as baseline-LSTM.
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Figure 3. The basic network architecture used in this paper. This architecture contains five stages: the first stage extracts intra-frame

features using spatial grouping, and the second to fourth stages extract inter-frame features with spatial-temporal grouping and density-

based sampling. The fifth stage extracts point-wise features, and a max-pooling layer is followed to obtain global features. PointLSTM-raw,

early, middle, and late replace stage-1,2,3,4 with a PointLSTM layer, respectively.

3.4. Implementation Details

Density-based sampling layer. The number of points ex-

tracted from depth video is large, and most of them contain

similar depth information. The previous work [23] shows

a small number of points (about 100-200) from each frame

is a reasonable choice for gesture recognition. However,

different from gesture recognition, the dynamic parts of hu-

man action only occupy a small ratio of the whole clouds.

To reduce the redundant computation, we adopt a simple

density-based sampling method [21]. The estimated den-

sity of point p
(t)
i at position x

(t)
i is given as:

ρ(x
(t)
i ) =

1

ntrd

nt∑

j=1

w(
x
(t)
i − x

(t)
j

r
), (8)

where r is an Euclidean distance between p
(t)
i and its kth

nearest neighbor in frame P
(t), w is a bounded integrable

weight function. At each sampling layer, we select points

with lower density, referring that they correspond to the

boundary of point clouds. Examples are visualized in Fig. 4.

Training and inference. Following common practice, we

uniformly sample a 32-frame clip along its temporal axis

and generate 512 points for each frame. We train all the

models from scratch for 200 epochs with a mini-batch size

of 8 on a single Tesla P100. Adam, with a momentum of

0.9, is used with a learning rate of 10−4, which is divided

by 10 at epoch 100, 160, and 180. At the training stage,

we randomly sample 128 points (examples are shown in

Fig. 4) from the pre-processed point cloud data, and uni-

formly sample when testing. We augment the training set

with randomly scaling(±20%), rotating(±15◦), and drop-

ping input points(20%). No testing augmentation strategy

is used. To reduce random effects, we run all experiments

four times with different random seeds and report mean ac-

curacies and standard deviations.

Time

Sampling

Skeleton … …

… …

… …

(a) SHREC’17 [5]

… …

……

… …

Time

Sampling

Skeleton

(b) MSR Action 3D [17]

Figure 4. Examples of point cloud sequences. The first row shows

input point cloud sequences, and each frame contains 128 points.

The second row presents 64-point sequences after sampling. The

third row visualizes the corresponding skeleton sequences.

4. Experiments

In this section, we firstly exemplify the proposed method

on two challenging dynamic gesture datasets, NVGesture

and SHREC’17. Some architectural experiments are per-

formed to gain some basic understanding of our model.

Moreover, we conduct ablation experiments to demonstrate

the effectiveness of the proposed method. Finally, we

present experiments on a multi-modality action recognition

dataset, MSR Action3D, to verify the universality and ap-

plicability of the proposed model.

4.1. Datasets

NVGesture [24]. NVIDIA Dynamic Hand Gesture Dataset

is a challenging dataset for human-computer interfaces in

vehicles. This dataset provides multiple modalities, includ-

ing RGB, depth, and IR images. A total of 1532 videos in

25 classes are split by subject into 1050 training videos and

482 test videos.

SHREC’17 [5]. SHREC’17 Track Dataset is a public dy-

namic hand gesture dataset presented for the SHREC’17

Track. Gestures in SHREC’17 are defined by the hand mo-
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Table 1. Performance comparison (%) of applying PointLSTM (direct grouping) at different stages with different window sizes.

NVGesture SHREC’17 (28 gestures)

k=1 k=4 k=16 PSS k=1 k=4 k=16 PSS

baseline 85.9(±0.5) 87.2(±1.0)

baseline-LSTM 82.8(±0.8) 88.9(±1.0)

PointLSTM-raw 82.5(±1.3) 82.9(±0.5) 83.3(±0.7) 83.0(±0.8) 90.7(±0.7) 90.3(±1.4) 90.5(±0.7) 89.5(±0.3)

PointLSTM-early 87.9(±0.7) 86.4(±0.5) 86.9(±0.4) 87.3(±0.4) 93.5(±0.6) 93.4(±0.8) 93.3(±0.6) 92.8(±0.4)

PointLSTM-middle 85.4(±0.6) 86.0(±0.4) 86.9(±0.6) 86.8(±0.9) 94.3(±0.3) 94.0(±0.1) 94.7(±0.1) 93.1(±0.2)

PointLSTM-late 87.3(±0.1) 87.5(±1.0) 86.4(±1.1) 86.4(±0.9) 93.2(±0.4) 93.5(±0.2) 92.5(±0.5) 92.4(±0.4)

tion or hand shape through the gesture, which are corre-

sponding to coarse and fine gestures. The dataset contains

2800 videos in 14 gesture classes, and each gesture is per-

formed in two ways: using one finger, or the whole hand. It

has been split into 1960 train sequences (70%) and 840 test

sequences (30%). This dataset also provides the coordinates

of 22 hand joints in the 3D world space and is widely used

in skeleton-based gesture recognition.

MSR Action3D [17]. MSR Action3D Dataset contains 20

classes, and each class is performed by ten subjects. These

actions cover various movements of arms, legs, torso, and

their combinations. The original dataset has a total of 567

sequences, and 10 of these sequences are discarded due to

having too many noises [36, 45]. This dataset also provides

20 joint locations for skeleton-based action recognition.

4.2. Gesture Recognition

Our main application is dynamic gesture recognition,

which is a basic but essential task for human-computer in-

teraction. We extract point cloud sequences from hand re-

gions, which can be segmented by depth information from

detection results or original depth videos. We firstly evalu-

ate when and where to use PointLSTM to encode the long-

term features of point cloud sequences.

Comparison with baseline methods. Comparisons be-

tween baseline and baseline-LSTM in Table 1 reveal differ-

ent characteristics of these two datasets. Since most of the

gestures in NVGesture are relatively simple, such as “OK”

and “move hand left”, the baseline shows better results than

the baseline-LSTM. In contrast, SHREC’17 has more com-

plicated gestures that need long-term temporal information,

like “Swipe +” and “Swipe X”, thus the baseline-LSTM per-

forms better.

The proposed method shows promising results on both

datasets. On NVGesture, PointLSTM obtains 1.9% and

5.1% gains in comparison with baseline and baseline-

LSTM, which indicates the PointLSTM does capture

temporal information while preserving the spatial struc-

ture. Moreover, PointLSTM obtains 7.5% and 5.8%

gains in comparison with baseline and baseline-LSTM on

SHREC’17, and these results suggest that the proposed

method is more powerful in capturing temporal relation-

ships than both baseline and baseline-LSTM.

Figure 5. Recognition accuracies on SHREC’17 (28 gestures): the

PointLSTM-middle (k=16, 94.70%) vs. the baseline (88.90%).

H and F are corresponding to gestures performed with the whole

hand and one finger. We present performance gains (orange) and

drops (green) of the PointLSTM with respect to the baseline, and

highlight several gestures with clear improvements (black). Cate-

gories are sorted by the performance of baseline(H).

Fig. 5 presents per-class performance comparison be-

tween the PointLSTM-middle and the baseline. The pro-

posed method produces better scores in most categories,

and obtains dramatic improvements on both coarse gestures

(“Swipe Up”, “Swipe Down” and “Tap”) and fine gestures

(“Grab”, “Rotation Clockwise” and “Pinch”). These ob-

servations demonstrate the effectiveness of the proposed

method on both hand shape and motion recognition. The

proposed PointLSTM only drops in two categories: “Swipe

X (H)”(-8.3%) and “Pinch (F)”(-7.3%), which tend to be

confused with “Swipe + (H)” and “Grab (F)” (see the sup-

plementary material for detailed confusion matrices).

Comparison on the embedding stage. As mentioned

above, the PointLSTM can be applied at any stage to em-

bed long-term information. Therefore, we compare the per-

formance of using the PointLSTM at different stages with

different window sizes (k for kNN) in Table 1. Applying

the PointLSTM on raw point cloud sequences only leads to

a small improvement, but using it in later stages results in

more effective progress. This comparison suggests that the

PointLSTM is better utilized in later stages, which provide

more reliable cues for relevant information collection.

Comparison on the range of the window size. Another

observation from Table 1 is that even if the nearest neigh-

bor is used, the proposed method can still yield compet-
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(a) NVGesture (28 gestures)

(b) SHREC’17

Figure 6. Comparison of different grouping strategies with differ-

ent window size k of PointLSTM-middle.

itive results in comparison with larger window sizes, and

PointLSTM-early with k = 1 achieves the highest accu-

racy on NVGesture. We suspect this is because gestures in

NVGesture are more relevant to hand shape, and the neigh-

boring frames are well aligned. The PointLSTM can col-

lect context information from its neighbor for more accurate

recognition, which has been illustrated in Fig. 1(a).

To further compare the effects of the misalignment, we

evaluate the PointLSTM-middle with different grouping op-

erations and window sizes in Fig. 6. PointLSTM-middle

with aligned grouping achieves better results than direct

grouping on NVGesture (Fig. 6(a)), which verifies that good

alignment will help PointLSTM to collect more relevant in-

formation. However, results in Fig. 6(b) show the oppo-

site tendency. We analyze the failure cases and attribute

the primary performance degradation to the unstable align-

ments caused by centroid displacements and inaccurate de-

tections, which bring in noisy motion information when

aligning centroids (examples can be found in supplemen-

tary materials). This result indicates that inaccurate align-

ments will deteriorate the performance, and direct grouping

can be an acceptable choice when accurate alignments are

challenging to obtain.

Comparison on the states sharing. As shown in Table 1,

PointLSTM-PSS yields superior performance than base-

line, and the primary difference between PointLSTM and

PointLSTM-PSS is the grouping strategy. Therefore, we

can infer that the major improvement (from 87.2% to 93.1%

for PointLSTM-middle) on SHREC’17 is obtained from

the weight-shared LSTM layer, and independent states and

grouping operations cause the further improvement (from

93.1% to 94.7%). This interesting result proves that the

proposed model can handle small misalignments in the ges-

ture recognition task. We refer to PointLSTM-middle with

point-shared states as the default PointLSTM-PSS in the

Table 2. Performance comparison (%) on NVGesture dataset.

Method Modality Accuracy

R3DCNN [24] IR image 63.5

R3DCNN [24] optical flow 77.8

R3DCNN [24] depth video 80.3

PreRNN [40] depth video 84.4

MTUT [1] depth video 84.9

R3DCNN [24] rgb video 74.1

PreRNN [40] rgb video 76.5

MTUT [1] rgb video 81.3

PointNet++ [31] point clouds 63.9

FlickerNet [23] point clouds 86.3

Baseline point clouds 85.9(±0.5)

PointLSTM-early point clouds 87.9(±0.7)

PointLSTM-PSS point clouds 87.3(±0.4)

PointLSTM-middle point clouds 86.9(±0.6)

PointLSTM-late point clouds 87.5(±1.0)

Human [24] rgb video 88.4

Table 3. Performance comparison (%) on SHREC’17 dataset. The

results of both 14 and 28 gestures are reported.

Method Modality 14 28

Key frames [5] depth sequence 82.9 71.9

SoCJ+HoHD+HoWR [4] skeleton 88.2 81.9

Res-TCN [13] skeleton 91.1 87.3

STA-Res-TCN [13] skeleton 93.6 90.7

ST-GCN [39] skeleton 92.7 87.7

DG-STA [2] skeleton 94.4 90.7

Baseline point clouds 90.5 87.6

PointLSTM-early point clouds 95.4 93.5

PointLSTM-PSS point clouds 95.0 93.1

PointLSTM-middle point clouds 95.9 94.7

PointLSTM-late point clouds 94.9 93.5

rest of this paper.

Comparison with the state-of-the-art. We compare the

proposed method with several state-of-the-art methods on

two datasets and present results in Table 2 and Table 3.

From Table 2, we can see that the PointLSTM-early

achieves the best performance of 87.9% on NVGesture,

which is clearly higher than single-modality approaches us-

ing other modalities and makes a small improvement than

FlickerNet. Meanwhile, the proposed method is approach-

ing human performance on RGB videos (88.4%).

Due to the SHREC’17 dataset providing skeletal data

of the hand and fingers, most previous works use skele-

ton sequences as inputs which provide relatively accurate

hand pose structure and joint trajectories. As shown in Ta-

ble 3, the proposed method shows clear improvement (1.5%

for 14 gestures and 4.0% for 28 gestures) compared with

these methods. Different from general action, the gesture
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Table 4. Model size and inference time of PointLSTM. We present

the #Paras (the number of parameters) and inference time, as well

as computational complexity measured in FLOPs (floating-point

operations).

Model #Paras FLOPs Time(ms)

baseline 0.9M 6.2G 22.5

PointLSTM-raw 0.9M 7.3G 36.1

PointLSTM-early 1.0M 12.1G 36.0

PointLSTM-PSS 1.2M 3.7G 27.5

PointLSTM-middle 1.2M 16.1G 33.6

PointLSTM-late 2.2M 30.6G 43.1

is designed to convey information. Thus the visible sur-

face delivers reliable information for recognition, which can

be captured by point clouds based methods. Using such

consistent inputs is more robust than estimated skeleton se-

quences, which is sensitive to occlusions. Moreover, these

results demonstrate that clouds based methods can achieve

excellent performance even if accurate hand poses are hard

to obtain in real-world cases.

Model size and inference time. Table 4 gives model pa-

rameters and inference time of the baseline and the pro-

posed PointLSTM (k=16). Replacing a PointNet++ layer

with a PointLSTM layer has little effect on the number

of parameters, as most parameters are stored in the last

two stages with higher dimensions. Inference time for 32

frames (≈2.67 seconds sampling @12FPS case, 128 points

for each frame) is also provided. For PointLSTM-middle,

it only needs about (12*33.6/32) 12.6ms to finish comput-

ing for 12 frames(about 1 seconds sampling) with a single

Tesla P100 GPU, and using point-shared states can further

increase the inference speed, which shows great potential

for real-time application.

4.3. Action Recognition

Different from gesture, which is designed for non-verbal

communication, the action is a form of human behaviors

to accomplish a purpose and has a larger intra-class varia-

tion. To evaluate the generalization performance of the pro-

posed method, we evaluate our approach to MSR Action3D

dataset for dynamic action recognition.

There are different experimental protocols [17, 36, 45]

associated with this dataset, and we follow the protocol in

[17] that divides the dataset equally into training and test-

ing set by subjects and runs the classification algorithm ten

times with different splittings. However, we found there ex-

ists a significant variance in the dataset split. For example,

we train our model with odd-numbered subjects and test

with even-numbered subjects and vice versa. The perfor-

mance of the former is 96.73%, while the latter is 91.44%.

Therefore, we randomly split the dataset by subjects five

times and exchange the train and test set for another five

times to make the comparison more reliable. Average accu-

Table 5. Performance comparison (%) on MSR Action3D dataset.

Method Modality Accuracy

Actionlets [36] skeleton 88.20

H-HMM [29] skeleton 89.01

Lie [33] skeleton 89.48

Traj.Shape [6] skeleton 92.10

Gram Handkel [45] skeleton 94.74

HON4D [28] depth video 88.89

MeteorNet [20] point clouds 88.50

Baseline point clouds 87.62±1.48

PointLSTM-early point clouds 91.78±3.10

PointLSTM-PSS point clouds 90.79±3.14

PointLSTM-middle point clouds 91.08±3.43

PointLSTM-late point clouds 92.29±3.09

racies and standard deviations are reported.

Comparison with the state-of-the-art. Table 5 shows the

comparison results with recent approaches. The proposed

method outperforms baseline by a considerable margin and

achieves the best recognition accuracy for point clouds in-

put. However, recent skeleton-based methods produce bet-

ter results than the proposed method. We believe this is

primarily because body action contains lower degrees of

freedom, and skeleton sequence has much clearer physi-

cal meaning and more robust to intra-class diversities than

point cloud sequences. Point clouds contain much more

action-irrelevant information (see Fig. 4) and make the net-

work easier to overfit. More efficient point cloud processing

methods need to be studied to solve this problem. Overall,

the results on MSR Action3D verify that our approach is

generic for various visual sequence learning problems and

can be potentially combined with other modules and modal-

ities in future work.

5. Conclusion

In this paper, we propose a PointLSTM layer that can di-

rectly capture long-term relationships from dynamic point

cloud sequences, which are robust to occlusion and mo-

tion velocity. Extensive experiments show that our method

is generally applicable to different point clouds based se-

quence learning tasks and demonstrate that the weight-

shared LSTM layer is the primary component of the pro-

posed method. Besides, we provide insights into under-

standing the performance differences between point clouds

based methods and skeleton-based methods. In future work,

we intend to explore and expand our method on more irreg-

ular sequence learning tasks, such as activity predicting and

multi-frame scene flow estimation.
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