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Abstract

Finding the largest subset of sequences (i.e., time series) that are correlated above a certain threshold, within large datasets, is of significant interest for computer vision and pattern recognition problems across domains, including behavior analysis, computational biology, neuroscience, and finance. Maximal clique algorithms can be used to solve this problem, but they are not scalable. We present an approximate, but highly efficient and scalable, method that represents the search space as a union of sets called $\epsilon$-expanded clusters, one of which is theoretically guaranteed to contain the largest subset of synchronized sequences. This paper makes two specific technical contributions. First, we show how to use Jung’s theorem to ensure that all possible pairs of sequences in the output solution are correlated above a given threshold. The framework first clusters all input sequences, and then refines the clusters until all sequences within the clusters are synchronized (i.e., pairwise correlated). Prior to refining, the clusters are enlarged to obtain so-called $\epsilon$-expanded clusters. We call our method SyncRef, as it finds synchronized subsets through refining. Herein, we demonstrate SyncRef’s versatility through experiments on data from three distinct domains, namely computer vision (motion of video pixels), finance (price of market assets), and neuroscience (neuronal activity). These experiments clearly demonstrate that SyncRef yields solutions that are highly comparable to an exact solution, yet are obtained hundreds of times faster. Moreover, the speed gains of SyncRef increase exponentially with the number of sequences.

1. Introduction

Synchrony is observed in countless phenomena and its discovery is central to answering many computer vision and pattern recognition problems. However, a basic research problem has remained surprisingly underexplored: Given a set of sequences (i.e., time series), how can we discover the largest subset in which every pair of sequences satisfies a synchrony criterion? This problem naturally arises in many domains. For example, in a video, only movement in a subset of pixels is synchronized in time, and their identification can lead to discovering events of interest (e.g., facial expressions [58, 54]). In the stock market, the prices of only certain and a priori unknown assets are correlated. The brain is dynamically organized into subsets of neurons (i.e., modules, systems) that have synchronous activation. Indeed, researchers have used the synchrony among sequences to mine financial data [4, 29], define the functional architecture of the brain [22, 6], and identify community structure in complex networks [36, 31]. Previous research in this area has commonly employed maximal clique algorithms. However, despite their widespread use, maximal clique algorithms have exponential complexity [48], which imposes a barrier on possible research questions that can be targeted.

In this paper, we propose an efficient and scalable framework to approximately solve the following problem: Given a set of sequences, find the largest subset such that all pairs of sequences in that subset are correlated above a given threshold. The framework first clusters all input sequences, and then refines the clusters until all sequences within the clusters are synchronized (i.e., pairwise correlated). Prior to refining, the clusters are enlarged to obtain so-called $\epsilon$-expanded clusters. We call our method SyncRef, as it finds synchronized subsets through refining. Herein, we demonstrate SyncRef’s versatility through experiments on data from three distinct domains, namely computer vision (motion of video pixels), finance (price of market assets), and neuroscience (neuronal activity). These experiments clearly demonstrate that SyncRef yields solutions that are highly comparable to an exact solution, yet are obtained hundreds of times faster. Moreover, the speed gains of SyncRef increase exponentially with the number of sequences.

This paper makes two specific technical contributions. First, we introduce the concept of $\epsilon$-expansion, a principled approach to expand a set of clusters that span the input set. The largest possible subset of synchronized sequences is theoretically guaranteed to be contained within one of the $\epsilon$-expanded clusters. Second, we show how to use Jung’s theorem to ensure that all possible pairs of sequences in the output solution are correlated above a given threshold. We also provide directions for how to extend the SyncRef method to discover the largest subset of locally correlated sequences within an unknown time window. The code of SyncRef is publicly available at \url{https://github.com/sariyanidi/SyncRef}.
1.1. Problem formulation

We now formulate the problem of discovering synchronized (i.e., pairwise correlated) subsets of sequences (i.e., time series). Let $\mathcal{X}$ be a set of $N$ sequences, each having $T$ time values, $\mathcal{X} = \{x_i\}_{i=1}^N$. Let $r(x_i, x_j)$ be the correlation coefficient between the sequences $x_i$ and $x_j$. We call a pair of sequences synchronized if their correlation is not less than $\rho_\theta$, or, equivalently, if the $\ell_2$ norm of the difference of the $z$-normalized sequences is not more than $\epsilon_\theta := \sqrt{2T(1-\rho_\theta)}$ (see Supplementary Appendix A). Similarly, we say that a set of sequences $\mathcal{S} := \{x_i\}_{i \in I}$, where $I$ is a subset of $\{1, \ldots, N\}$, is synchronized if all pairs of sequences in $\mathcal{S}$ are synchronized. We aim to find the largest synchronized set; i.e., the set with the maximal cardinality $|\mathcal{S}|$. This optimization problem is expressed as follows.

**Problem 1.** Given sequence set $\mathcal{X} = \{x_i\}_{i=1}^N$ and $\epsilon_\theta$,

**maximize** $|\mathcal{S}|$ \hspace{1cm} (1)

**subject to** \hspace{1cm} $\mathcal{S} = \{x_i\}_{i \in I}, I \subseteq \{1, \ldots, N\},$ \hspace{1cm} (2)

$\|\tilde{x}_i - \tilde{x}_j\|_2 \leq \epsilon_\theta \ \forall i, j \in I,$ \hspace{1cm} (3)

where $\tilde{x}_i$ is the $z$-normalized version of sequence $x_i$.

This problem is equivalent to finding the largest maximal clique in a binary graph whose nodes represent sequences, and two nodes are connected if the distance between them is at most $\epsilon_\theta$—an NP-complete problem.

1.2. Related work

Correlation is arguably the most standard metric of synchrony across domains [12, 18, 38, 20, 30, 33, 28, 45, 47, 52]. However, it is not straightforward to apply the correlation metric to the task of identifying the largest subset of synchronized sequences in a given set of sequences. A naive method would be to construct all possible subsets of the given set of sequences, and test whether the pairwise correlation among all the members of each subset is larger than a predefined threshold. However, a set with $n$ sequences has $2^n$ possible subsets; therefore, this method is not scalable.

A popular approach for identifying synchrony is to use warping methods (e.g., dynamic time warping) [40, 41]. While methods that can be applied to multiple sequences exist [55, 56, 49, 50], warping methods do not aim to identify the largest subset of synchronized sequences, as their goal is to optimize the time warping path among sequences.

Branch and bound (B&B) frameworks have recently been proposed for unsupervised temporal commonality [10] and synchrony discovery [9, 8], but the problems addressed by them are inherently different than those addressed by our approach; those B&B methods do not aim to identify subsets of sequences that are synchronized [i.e., subsets that satisfy the condition in (3)].

A problem related to ours is longest common substring (LCS) discovery [23]. However, LCS discovery applies to discrete-valued data (e.g., words, DNA/protein sequences), whereas we are interested in continuous-valued sequences.

One can use clustering to identify similar sequences [46]. However, no clustering approach (including hierarchical clustering) or other space partitioning algorithms such as KD trees can ensure that the condition in (3) is satisfied—that the pairwise correlation among all members of a cluster exceeds a given threshold. The closest clustering paradigm to ours is that of density based approaches, which impose a proximity constraint—a distance threshold to include an element in a cluster [15]. Still, these approaches do not require that all pairs in the cluster satisfy the proximity constraint; it suffices for any member of a cluster to be sufficiently close to any other member.

Finally, our problem can be solved using generic maximal clique algorithms [48, 5] (Section 1.1). Unfortunately, those algorithms are not practical for operation on large $N$, due to their computational time and space complexity (see also Section 3.1.4). One can also use an approximate maximal clique finding algorithm [17] to reduce computational complexity. In our experiments, we compare with both exact and approximate maximal clique finding algorithms. We experiment using facial videos, financial time series and brain connectivity data. SyncRef can have further applications, such as anomaly detection [3], if anomaly is manifested with synchronous behavior of a subset of time series.

2. The SyncRef method

We now describe how to approximately solve Problem 1 with the proposed SyncRef approach. The input to SyncRef is the set that contains all sequences, $\mathcal{X}$. SyncRef gradually filters out irrelevant sequences to yield a synchronized set.

Fig. 1 illustrates the entire framework. We first cast all sequences into a time-invariant principal component analysis (PCA) representation (Fig. 1e). Then, we cluster sequences efficiently by defining thresholds on their PCA coefficients (Fig. 1c, Section 2.2). We then enlarge clusters to get the so-called $c$-expanded clusters (Fig. 1d). We show that the largest possible synchronized set $\mathcal{S}$ is guaranteed to be contained entirely in one of the $c$-expanded clusters. Finally, we output a synchronized set by removing sequences from an expanded cluster until the inequalities in (3) are satisfied (Fig. 1e,f; Section 2.4). The entire process is summarized in the algorithm in Table 1.

2.1. Representing via PCA

Since SyncRef necessitates calculation of distances between sequences, reducing the dimensionality of the input sequences improves efficiency. For this purpose, we compress all sequences by applying PCA. To this end, we form a $T \times N$ matrix $\tilde{\mathbf{X}}$ whose columns are the $z$-normalized
sequences, \( \tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N \). Then, we approximately reconstruct this matrix using PCA as

\[ \tilde{X} \approx WU, \]

where \( W \) is the PCA basis matrix and its columns form an orthogonal set of vectors. The size of \( W \) is \( T \times K \) where \( K \) is chosen such that \( K < \min\{T, N\} \) for compression. \( U = (u^1, u^2, \ldots, u^N) \) is the matrix with the PCA coefficients where each column \( u^i = (u^i_1, u^i_2, \ldots, u^i_K) \) contains the compressed representation of the sequence \( \tilde{x}_i \).

### 2.2. Clustering via partitioning \( \mathbb{R}^K \)

In order to cluster sequences efficiently, we partition \( \mathbb{R}^K \) –deﬁned as the collection of all possible PCA coefﬁcients– by deﬁning thresholds over PCA coefficients. For each PCA coefﬁcient \( u_k \), we deﬁne \( M + 1 \) monotonically increasing threshold values \( \theta_k^0, \ldots, \theta_k^M \) that partition the real line into \( M \) non-overlapping intervals (Fig. 1c). To ensure that the entire \( \mathbb{R}^K \) is partitioned, we always set \( \theta_k^0 \) to \( -\infty \) and \( \theta_k^M \) to \( \infty \). The determination of the other thresholds is explained below.

**Deﬁnition 1.** A cluster is a set in \( \mathbb{R}^K \) deﬁned by \( K \) threshold intervals \( (\theta_k^1, \theta_k^{1+1}], \ldots, (\theta_k^K, \theta_k^{K+1}] \) as

\[ C^{j_1j_2\ldots j_K} := \{ (u_1, \ldots, u_K) \in \mathbb{R}^K : \theta_k^{j_k} < u_k \leq \theta_k^{j_k+1} \} \]

where \( j_k \in \{0, 1, \ldots, M\} \). For brevity, we denote the cluster \( C^{j_1j_2\ldots j_K} \) as \( C_j \).

Since each dimension of \( \mathbb{R}^K \) is divided into \( M \) intervals, we have a total of \( M^K \) possible unique clusters, and the union of all clusters covers \( \mathbb{R}^K \), i.e., \( \bigcup_{j_1, \ldots, j_K} C_j = \mathbb{R}^K \).

PCA coefﬁcients of different orders may follow different activation patterns (e.g., lower order components may be activated more). Therefore, we deﬁne non-uniform thresholds that divide each dimension of \( \mathbb{R}^K \) into equiprobable intervals. To determine equiprobable intervals on each dimension \( k \), we apply kernel density estimation on the PCA coefﬁcients of the \( k \)th dimension, \( \{u_k^1, u_k^2, \ldots, u_k^N\} \), and estimate \( p(u_k) \), namely the probability density for the \( k \)th coefﬁcient. Then, we divide the real line into \( M + 1 \) intervals \( \mathcal{I}_k = (\theta_k^0, \theta_k^{1+1}] \) in such a way that the probability

\[ \int_{\mathcal{I}_k} p_k(u_k) \, du_k = 1/M \]

for any interval \( \mathcal{I}_k = (\theta_k^0, \theta_k^{1+1}] \).

#### 2.3. \( \epsilon \)-expanded clusters

Each cluster consists of sequences that have similar PCA coefﬁcients; however, it is possible that highly correlated sequences that satisfy (3) are separated in different clusters. Here, we explain how to minimally expand clusters to ensure that the largest subset of sequences that satisfy condition (3) is entirely contained within one of the clusters.

**Deﬁnition 2.** The \( \epsilon \)-expanded cluster corresponding to cluster \( C_j \) is \( C_j^\epsilon := \bigcup_{u \in C_j} B_\epsilon[u] \), where \( B_\epsilon[u] \) is the Eu-
A point \( u \) belongs to \( C_j^i \) if and only if
\[
\sum_{k=1}^{K} f \left( u_k; \theta^k_j, \theta^{k+1}_j \right) \leq \epsilon^2,
\]
where
\[
f \left( u_k; \theta^k_j, \theta^{k+1}_j \right) := \begin{cases} 0 & \text{if } u_k \in (\theta^k_j, \theta^{k+1}_j) \text{ and } \| u_k - \theta_j^k \|_2 < \epsilon, \\ \min_{t \in \{j_k, j_{k+1}\}} \{ \| u_k - \theta_t^k \|_2 \} & \text{else.} \end{cases}
\]

The proof of Lemma 2.2 is shown in Supplementary Appendix C. To efficiently identify all members of an expanded cluster \( C_j^i \), we introduce the concept of \( \epsilon \)-neighbors. We say that \( C^i \) and \( C^j \) are \( \epsilon \)-neighbors if \( \ell_2 \) distance of their closest points is less than \( \epsilon \) (i.e., \( \inf \{ \| u - v \|_2 : u \in C^i, v \in C^{j} \} < \epsilon \)). By definition of \( \epsilon \)-expanded clusters, it follows that \( C^i \) can contain members of \( C_j^i \) if and only if \( C^i \) and \( C_j^i \) are \( \epsilon \)-neighbors (e.g. only the five neighbors of \( C^j \) in Fig. 1c contain points of \( C_j^i \); see also Fig. 1d). Thus, one can find all members of \( \epsilon \)-expanded cluster \( C_j^i \) by applying Lemma 2.2 to points that belong to \( \epsilon \)-neighbors of \( C^j \), ignoring all other points, thus improving efficiency significantly. Moreover, \( C^i \) and \( C_j^i \) are \( \epsilon \)-neighbors if
\[
\sum_{k=1}^{K} \min_{t \in \{j_k, j_{k+1}\}} \left\{ \left( \theta^k_t - \theta^k_t \right)^2 \right\} < \epsilon^2 \tag{5}
\]
(see Supplementary Appendix D for proof). Thus, using inequality (5), one can efficiently find all the \( \epsilon \)-neighbors of each cluster.

2.4. Refining \( \epsilon \)-expanded cluster

We now explain how to refine \( \epsilon \)-expanded clusters to output the (approximately) largest synchronized subset within a given set of sequences. This refining is the last step to solving Problem 1, and it is crucial as it ensures that the solution satisfies the condition in (3). Heuristically, we expect the optimal solution to lie in one of the most populated clusters, and experiments support this heuristic (Section 3.1.4).

Solution via maximal cliques. We can apply a maximal clique algorithm to an expanded cluster to identify the largest synchronized subset in it. The advantage of this approach compared to applying maximal clique on the entire set of sequences is reduced space complexity, due to smaller graphs. Still, this can be inefficient for very large \( N \).

Approximate solution via ball fitting. We now present a scalable approach. According to Jung’s theorem [11], the radius of the tightest (Euclidean) ball enclosing a set of points that satisfy condition (3) can be any value within the range \([\epsilon_2/2, \epsilon_2\sqrt{T}/(2(T+1))]\). This leads to the following iterative refinement approach: At each iteration, we compute the radius of the ball enclosing points in \( C_j^i \) [21] and then remove from \( C_j^i \) the farthest points from the mean. We terminate iterations when the radius reaches \( \epsilon_2\sqrt{T}/(2(T+1)) \). Note that points that are \( \epsilon_2/2 \) away from the ball’s center may still violate (3). Therefore, we compute the pairwise distance for all remaining points in \( C_j^i \) that are \( \epsilon_2/2 \) away from the ball’s center, and remove the ones that violate condition (3). The same iterative procedure can be repeated by initializing not from the mean of all sequences in \( C_j^i \), but from a randomly selected point, and ignoring all points in \( C_j^i \) that are \( 2\epsilon_2 \) away from the randomly selected point. This turns out to be a useful strategy. Thus, we repeat the refining strategy described above for an additional randomly selected \( \sigma \) percent of the points in \( C_j^i \), where \( \sigma \) is determined empirically. Let \( U \) represent the set of refined points. Since we carry out the ball fitting on the PCA domain and since the columns of the PCA matrix \( W \) form an orthonormal set, the norm among any two points in \( U \) can be smaller than the actual norm of the corresponding sequences. As a result, some points in \( U \) can violate (3). Therefore, as a final step, we repeat the ball fitting procedure described above on the time domain; that is, we refine the set of sequences whose PCA representation lies in \( U \).

3. Experimental validation

Next, we evaluate the ability of SyncRef to discover the largest synchronized subset within a given set of sequences. To evaluate the versatility and generalizability of the method, we use real data from three distinct domains, namely facial analysis, finance, and neuroscience.

3.1. Optimization performance

3.1.1 Metric

We quantify (sub)optimality via mean percentage error (MPE). Let \( X_j \) be a set (of \( N \) sequences) whose largest synchronized subset contains \( S_j^i \) sequences, and let \( \hat{S}_j^i \) be the
size of the largest synchronized subset discovered with a given method. Then, the MPE over \( N_X \) sets of sequences is \( \frac{1}{N_X} \sum_{j=1}^{N_X} S_j^* - S_j \). The exact solution \( S_j^* \) is obtained via maximal clique (Section 3.1.3). We ran experiments on a cluster computer and allowed up to 100GB RAM per process (i.e., per set of sequences). We ignored the set of sequences in which the maximal clique algorithm failed with memory error. We limited \( N \) to 1600 as maximal clique often failed beyond this number of sequences.

### 3.1.2 Datasets and tasks

**Facial dataset.** We use the MMI [37] dataset, which contains 327 facial expression videos at 30fps, annotated with temporal phase labels describing the evolution of expressions: neutral (i.e., expressionless), onset, apex, and offset [42]. From each video, we extract as many sequences as the number of pixels, where each sequence represents the motion (i.e., optical flow [16]) magnitude of one pixel. By finding the largest subset of synchronized sequences, we are effectively identifying the largest group of pixels that move together. Since the dominant event in the videos is a facial expression, we expect the largest group of synchronized pixels to correspond to the unfolding of that expression. Thus, their identification is of potential interest for unsupervised facial expression annotation (see also Section 3.2). In sum, we have \( N_X=327 \) input sets for which synchronized pixels are discovered. Video lengths vary between \( T=22 \) and 177 frames. To evaluate how computational speed changes with \( N \), we randomly subsampled the optical flow representation to generate input sets of \( N=400, 800, 1200, \) and 1600 sequences. Obtaining ground truth for higher \( N \) was not possible (Section 3.1.1). Prior to optical flow computation, we detected facial landmarks with OpenFace [2], used a part-based representation [42] of left/right eye and mouth, and applied temporal registration [43].

**Stock market dataset.** We fetched the data corresponding to daily stock price for all companies on the U.S. stock market for the past three years using a financial data API (financialmodellingrep.com). There are approximately \( 22 \) stock trading days per month. We eliminated companies whose price was not available for a large part of this three-year period, and the final number of available companies was 6,582. The task was to identify the largest subset of companies whose stock market prices were correlated. We treated each month of each year independently, and obtained a dataset with \( N_X=12 \times 3=36 \) sets of sequences where each set contained 6,582 sequences with \( T=22 \) values. Each value in a sequence contains the average of the highest and lowest stock price for the corresponding company within one day. For the same reasons with the facial dataset, we experimented on \( N=400, 800, 1200, \) and 1600 randomly subsampled sequences.

**Brain dataset.** We used a subset of functional magnetic resonance imaging data from the Philadelphia Neurodevelopmental Cohort [44]. This subset contains data from \( N_X=25 \) healthy males. Each brain is represented by \( N = 400 \) sequences, corresponding to mean functional activation of 400 brain regions across time \( (T=120) \). Subsampling was not necessary as \( N=400 \) was small enough to run maximal clique for obtaining ground truth.

### 3.1.3 Compared methods and implementation

Our method, which uses ball fitting (Section 2.4), is referred to as SyncRef. We compare with the following methods, some of which are variations of our method. (1) Max-Clique: exact solution by finding the largest maximal clique [48] (Section 1.1); (2) Approximate MaxClique [27]; (3) SyncRef-MaxClique: the SyncRef method where refining is performed with maximal clique (Section 2.4); (4) BallFit: the ball fitting method (Section 2.4) on the entire set of input sequences (i.e., no clustering); (5) SyncRef-DCT: the SyncRef method where PCA is replaced with discrete cosine transform (DCT). We compare with DCT to see how PCA performs compared to a non-learned but still orthogonal representation. Since DCT is not a learned representation, we compute the thresholds for the SyncRef-DCT clusters (Section 2.2) offline on a large dataset of sequences [7].

We implemented our method on python. We use the method of Gärtnert [21] for ball fitting during refining. We set \( M=4 \) and \( K=4 \). We refine the \( N_C \) most populated clusters and report results for \( N_C=1, 2, \ldots, 16 \). To find maximal cliques, we used a state-of-the-art python package, networkx [27]. For approximate maximal cliques we used the approximation module of the same package. To our knowledge, there is no other method that we can compare SyncRef against (Section 1.2).

### 3.1.4 Results

Fig. 2a,b,c report the MPE of compared methods on the facial dataset, stock market dataset and brain dataset w.r.t. the number of refined clusters, \( N_C \); (MaxClique is omitted since it is the exact solution; i.e., its MPE is 0). The top, middle and bottom rows of Fig. 2 respectively represent results for correlation thresholds of \( \rho_0=0.65, \rho_0=0.75 \) and \( \rho_0=0.85 \). SyncRef-MaxClique’s MPE goes to zero if enough clusters are searched (i.e., as \( N_C \) increases). This is expected from Theorem 2.1, which guarantees that one of the \( \epsilon \)-expanded clusters will entirely contain the optimal solution. SyncRef and SyncRef-DCT perform better with the higher \( \sigma \), as clusters are refined more thoroughly. For \( \sigma=0.05 \), both SyncRef and SyncRef-DCT always outperform BallFit for sufficiently large \( N_C \). Approximate MaxClique works well on the brain dataset but relatively poorly on the other datasets.
Table 2. Average computation time in seconds and speed gain relative to the exact solution (given within parentheses) for increasing numbers of input sequences (N). Speed gain for MaxClique is always 1 since it is the exact solution.

<table>
<thead>
<tr>
<th>Method</th>
<th>Facial data</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=400</td>
<td>N=800</td>
<td>N=1200</td>
<td>N=1600</td>
</tr>
<tr>
<td>Exact (MaxClique)</td>
<td>1.8 (1)</td>
<td>27.9 (1)</td>
<td>205.9 (1)</td>
<td>392.3 (1)</td>
</tr>
<tr>
<td>Approximate MaxClique</td>
<td>10.9 (0.3)</td>
<td>72.6 (0.4)</td>
<td>220.25 (0.9)</td>
<td>477.6 (0.8)</td>
</tr>
<tr>
<td>BalFit</td>
<td>1.0 (1.7)</td>
<td>4.0 (7.1)</td>
<td>9.0 (22.9)</td>
<td>15.0 (26.1)</td>
</tr>
<tr>
<td>SyncRef-Max.Clique</td>
<td>5.1 (0.3)</td>
<td>105.7 (0.3)</td>
<td>822.8 (0.3)</td>
<td>1256.3 (0.3)</td>
</tr>
<tr>
<td>SyncRef-DCT σ =0.005</td>
<td>0.4 (5.1)</td>
<td>1.1 (24.5)</td>
<td>2.5 (82.0)</td>
<td>5.4 (73.2)</td>
</tr>
<tr>
<td>SyncRef-DCT σ =0.05</td>
<td>1.0 (1.9)</td>
<td>3.4 (8.2)</td>
<td>7.2 (28.3)</td>
<td>12.5 (31.4)</td>
</tr>
<tr>
<td>SyncRef σ =0.005</td>
<td>0.9 (2.0)</td>
<td>1.1 (25.4)</td>
<td>1.2 (167.5)</td>
<td>1.3 (311.2)</td>
</tr>
<tr>
<td>SyncRef σ =0.05</td>
<td>0.9 (2.0)</td>
<td>1.1 (25.4)</td>
<td>1.2 (166.6)</td>
<td>1.3 (303.8)</td>
</tr>
</tbody>
</table>

Overall, SyncRef has the best and most consistent performance across the three datasets. Error drops below 5% in all cases when NC=16 clusters are searched and in most when NC=8 clusters are searched. SyncRef and SyncRef-DCT perform similarly on the facial dataset, but there is a visible difference on other datasets. The high and consistent performance of SyncRef is remarkable as the characteristics of the sequences in each dataset are very different (Fig. 3). Facial and stock market sequences are relatively smooth (Fig 3a,b), but the brain dataset shows abrupt variations (Fig 3c), which explains the poor performance of DCT on the latter dataset. SyncRef works equally well on all datasets, as PCA compression does not impose assumptions regarding smoothness of sequences.

Table 2 shows average computing times and computation gains relative to exact solution. SyncRef-MaxClique can be slower than the exact solution, as it performs searches repeatedly on partially overlapping clusters. However, SyncRef-MaxClique can be advantageous when memory restrictions are present (Section 2.4). Approximate MaxClique is also slower than MaxClique, but the former is more scalable in terms of memory: While MaxClique failed occasionally even when we allowed 100GB of RAM, no such problem was observed for other methods, even with much less RAM (e.g., 16GB). SyncRef and SyncRef-DCT are always faster than all other methods. SyncRef-DCT is faster than SyncRef when N is not very large, as the cluster thresholds for the former are computed offline (Section 3.1.3). Importantly, SyncRef is faster when N is large (e.g., N=1600), as the cost of computing thresholds becomes negligible and also because PCA uses clusters more efficiently as it adapts to data. Of note, the speed gain of SyncRef relative to exact solution exceeds 300 for N=1600. Table 2 shows that the computation time of SyncRef increases very modestly with N, which suggests that it can be applied to even larger N. Nevertheless, 1, 600 is already a very large number for our NP-hard problem, as obtaining exact solution not only takes very long time but also requires large computation space (i.e., RAM; Section 3.1.1)

Conclusion. SyncRef achieves results comparable to the exact solution (less than 5% MPE) across three datasets
3.2. Interpretation of synchronized sequences

We discuss the interpretation of the synchronized sequences for which quantitative results were given in Section 3.1.4. We focus on the face and brain datasets, as the interpretation and research value of identifying co-movement in stock market asset prices is more evident [32, 34, 39].

**Facial data.** Prediction of facial expressions’ temporal phases (i.e., neutral, onset, apex, and offset) [13] is an active research problem [57, 58, 53, 54] as annotated data is necessary for facial expression research and automation of this process eliminates or aids meticulous manual work.

We show that synchronized pixels in facial expression videos are directly related to the temporal phases of the displayed expression. We use the MMI dataset, which has manually annotated temporal phases of expressions (Section 3.1.2). We generate two input sets of sequences per video: One with pixels corresponding to the upper face (eyes, brows), and one corresponding to lower face (mouth). We then use SyncRef ($\sigma=0.05$) to find the largest synchronized set (Fig. 4ii) from each input set (Fig. 4i), and finally estimate the temporal phase as the average of sequences within the synchronized set (Fig. 4iii). Thus, we estimate two temporal phase annotations (upper and lower face) per video. We evaluate accuracy with a standard annotation evaluation metric [1], namely Pearson’s correlation. Specifically, we correlate the estimated upper (lower) face annotation with the temporal phase annotations of all the upper (lower) facial action units (AUs) [13, 42], and consider an estimation successful if the correlation is at least 0.85.

SyncRef successfully estimated the temporal phase of at least one AU in 91.9% of MMI videos. Table 3 shows the ratio of AUs whose temporal phase was successfully estimated. Fig. 4 shows the estimated and true temporal phase annotation for 15 MMI sequences. Overall, this section shows that discovering the synchronized sets of pixels in a video can be useful for identifying events of interest. For proof of concept, we used the MMI dataset where events are segmented in time. In a real application, one would need additional tools to eliminate irrelevant events (e.g., head movements) and to identify the exact temporal location of expressions. We discuss how SyncRef can be extended to address the latter issue in Section 4.

**Brain data.** To show that the identified synchronized sets have neurobiological relevance, we visualized the regions of the brain that were identified as being synchronized (Fig. 5). The synchronized regions were mainly distributed within three functional systems. These included the default mode network (DMN), which has an important role in integrating different cognitive processes [24, 25]. The other two, namely somatomotor and visual systems, are known to be relatively more modular (i.e., densely correlated within themselves but only sparsely correlated to other systems), possibly acting as sensory modules [19, 26, 35]. Our finding is in agreement with the neuroscience literature [35], validating that SyncRef identifies biologically driven synchronized sets. Indeed, SyncRef can advance research in the field by allowing identification of synchronous neuronal clusters at the voxel-level, which is not possible with current methods due to extreme dimensionality ($\geq 10^5$).
to cosine integral images [14], and is effective for smooth sequences (Section 3.1.4). Haar basis is another representation that satisfies both criteria [51]. If those non-adaptive representations are not as effective as PCA, one can also consider a two-stage coarse-to-fine approach; that is, to use DCT or Haar to substantially reduce the candidates to time windows with a large number of synchronized sequences, and then to use SyncRef only on the remaining candidates. Another important extension to the SyncRef method is to allow for lags among sequences. While the proposed framework can be extended to allow for lag among sequences through a greedy framework, the theoretical guarantee of the $\epsilon$-expanded clusters may not be preserved.

5. Conclusion

We presented SyncRef, a method to find the largest subset in a set of sequences such that every pair in the subset is correlated beyond a defined threshold. Data from three distinct domains clearly illustrate that SyncRef produces results comparable to the exact solution, but in a much faster and scalable manner. In addition, SyncRef is robust to the number of input sequences, the correlation threshold, and the type or source of data.
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