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Abstract

Currently, in Autonomous Driving (AD), most of the 3D object detection frameworks (either anchor- or anchor-free-based) consider the detection as a Bounding Box (BBox) regression problem. However, this compact representation is not sufficient to explore all the information of the objects. To tackle this problem, we propose a simple but practical detection framework to jointly predict the 3D BBox and instance segmentation. For instance segmentation, we propose a Spatial Embeddings (SEs) strategy to assemble all foreground points into their corresponding object centers. Based on the SE results, the object proposals can be generated based on a simple clustering strategy. For each cluster, only one proposal is generated. Therefore, the Non-Maximum Suppression (NMS) process is no longer needed here. Finally, with our proposed instance-aware ROI pooling, the BBox is refined by a second-stage network. Experimental results on the public KITTI dataset show that the proposed SEs can significantly improve the instance segmentation results compared with other feature embedding-based method. Meanwhile, it also outperforms most of the 3D object detectors on the KITTI testing benchmark.

1. Introduction

Object detection, as a fundamental task in AD and robotics, has been studied a lot recently. The performance of object detection has been significantly improved based on the huge amounts of the labeled dataset [8], [38], [39] and some super strong baselines such as proposal-based [9], [35] and anchors-based methods [26], [34]. For easy generalization, objects are usually represented as a 2D BBox or 3D cuboid with several parameters e.g., BBox’s center, dimension, and orientation etc.

Many approaches have been proved that this simple representation is suitable for deep learning frameworks while it also has some limitations. For example, the shape information of the object has been discarded totally. Furthermore, for a certain BBox, some pixels from the background or other objects are inevitable to be included in it. In the case of occlusion, this situation becomes more serious. In addition, the BBox representation is not accurate enough to describe the exact location of the object. To well overcome this limitation, an additional instance mask has been employed for each BBox to eliminate the influence of other objects or background. Usually, the instance mask...
is binary to describe whether the pixel belongs to this object or not. With this kind of expression, each object can be clearly distinguished even they share a big overlap with each other. One straightforward idea for instance segmentation is to detect objects first and then predict the binary mask for each BBox one by one by considering it as a classification problem. Along this direction, various excellent works have been proposed and Mask-RCNN [13] is one of them.

However, Mask-RCNN is a two-stage framework and its performance highly depends on its first stage object detection results e.g., Fast R-CNN [9] or Faster R-CNN [35]. Another popular branch is the proposal-free based method, which is mostly based on embedding loss functions or pixel affinity learning, such as [28]. Since these methods typically rely on dense-prediction networks, their generated instance masks can have a high resolution. In addition, proposal-free methods often report faster runtime than proposal-based ones, however, they fail to give comparable results with the two-stages based methods. Recently, with the rapid development of range sensors (e.g., LiDAR, and RGB-D cameras) and also the requirement of AD, 3D point cloud-based deep learning has been mentioned frequently. Inspired by the 2D object detection framework, some one-stage or two-stages based 3D object detection frameworks have been designed, such as Frustum-PointNet [31], VoxelNet [54], SECOND [46], PointPillars [18], PointRCNN [37], STD [48] and etc. Inspired by 2D instance segmentation, [31] and [17] proposed to embed the instance information in feature space and then separate them with a mean-shift clustering strategy.

3D object detection has been well studied for both indoor [30] and outdoor scenarios [52]. However, most of the 3D instance segmentation approaches are designed for indoor environment, few of them can be used directly in the outdoor AD scenario. In [19], Leibe et al proposed to obtain the object categorization and segmentation simultaneously by using a so-called Implicit Shape Model, which can integrate the two tasks into a common probabilistic framework. First, some possible local patches have been extracted and matched with an off-the-shelf Codebook. Then each activated patch casts votes for possible positions of the object center. Finally, the mean-shift clustering technique is employed for finding the correct object location over the voting space.

In this work, we proposed to jointly detect and segment 3D objects from the point cloud simultaneously. Similarly, for each foreground (FG) point, the SEs have been learned from a deep neural network, which encodes the object information it belongs to, such as center, dimension, and orientation, etc. Based on the SEs, points from FG objects can be pulled into their BBoxes’ center respectively. With the learned SEs, instance segmentation and ROI (region of interest) proposals can be easily generated with a clustering strategy. Fig. 2 illustrates an example of the predicted SEs for FG objects, where all the learned SE vectors start from the points and point to the object’s center.

In this work, we proposed to solve the object detection and instance segmentation jointly in a unified framework to boost each other performance. By doing this, both the local instance and the global shape information can be considered. Generally, the contributions of this paper can be summarized as

- A unified end-to-end trainable framework has been designed which can obtain 3D BBox and instance segmentation jointly for the AD scenario.
- Compared with the commonly used feature embedding in a 2D image, we proposed to use SE by considering both the global BBox and local point information together.
- The experimental results on the public KITTI dataset have proved the effectiveness and efficiency compared with other state-of-the-art approaches.

![Figure 2: An illustration of FG semantic segmentation and SE for the point cloud. The right sub-fig is the SE result of a car. Colored points are semantic results and the cyan arrows are the SE vectors.](image)

2. Related Work

Image-based Object Detection and Instance Segmentation: 2D object detection [5] and instance segmentation [15] have attracted many researchers’ attention recently and leading to various top-performing methods. Both object detection and instance segmentation have achieved rapid improvement on different public benchmarks recently based on some powerful base-line systems, such as Fast/Faster RCNN and Mask-RCNN etc. Due to the limitation of paper length, we only introduce the recently proposed instance segmentation frameworks here and we refer readers to the recent review paper [50] for more description of object detection.

Currently, the 2D instance segmentation performances lead mostly by two-stages based methods and Mask-RCNN
3D Object Detection and Instance Segmentation: 3D object detection in traffic scenario [53] become more and more popular with the development of range sensor and the AD techniques [12]. Inspired by image-based object detection, the point cloud is first projected into 2D (e.g. bird-eye-view [3] or front-view [44]) to obtain the 2D detection result and then re-project the 2D BBox into 3D to get the final results. Another representative direction for 3D object detection is volumetric convolutional based methods due to the rapid development of the graphics processing resources. Voxel-net [54] is a pioneer work to detect the 3D objects directly with 3D convolutional by representing the LiDAR point cloud with voxels. Based on the framework of Voxelnet, two variant methods, SECOND [46] and PointPillars [18] have been proposed. Different from the two directions mentioned above, PointNet [32] is another useful technique for point cloud feature extraction. Along this direction, several state-of-the-art methods have been proposed for 3D object detection [31, 37].

SGPN [40] is the first work proposed to do the instance segmentation for a 3D point cloud in the indoor environment. In this work, a similarity matrix has been build for each point based on the extracted PointNet [32] features. Then a classifier is trained to classify whether two points belong to the same object or not. Different from SGPN, the newly proposed GSPN [49] is a generative shape proposal network, which generates the 3D model of the object based on its prior shape information and observed 3D point cloud. MASC [23] relies on the superior performance of the SparseConvNet [10] architecture and combines it with an instance affinity score that is estimated across multiple scales. Metric learning has also been employed for instance segmentation in 3D. In [41], during the feature embedding process, the author proposed to fuse both the features for semantic and instance segmentation together. While in [17], the direction information is also applied for the feature embedding process. Finally, the instances are clustered by mean-shift in the embedding features space.

Deep Learning on Point Clouds: different from the 2D image, the point cloud is un-organized and the traditional CNN can not be applied directly for feature extraction. In order to take advantage of classic CNNs, [4, 44] proposed to project the point cloud into front-view or bird-eye-view first and then all the 2D CNNs designed for 2D images can be applied directly. Another popular representation for point cloud data is voxelized volumes [54, 27, 36]. Based on this operation, all the points are well organized in 3D coordinate, then the 3D CNNs can be employed for feature extraction. A drawback of these representations is the memory issue, due to the sparsity of point clouds. To handle this, sparse convolution has been proposed, in which the convolution only happens for the valid voxels. Based on this operation [46, 10], both the speed and memory issues have been solved. Another direction is to process the point cloud directly without any transformation. The pioneering work of this work is PointNet [32] which applied MLPs to extract point-wise features directly. Following this direction, many frameworks have been proposed for classification [33], object detection [37], semantic segmentation [14, 29] and other applications [25, 24, 7].

3. Proposed Approach

We aim at solving the 3D instance segmentation and detection problem jointly within a given single frame of the point cloud in the AD scenario. Specifically, the point cloud is scanned by a widely used 64-lines Velodyne LiDAR sensor. By the combination of the instance segmentation and detection, we can achieve the following benefits: 1) the instance mask-based representation is good at catching the local geometric information point-wisely, 2) the BBox based object representation can help to exploit the global shape information of the whole object.

3.1. Overview

An overview of our method is described in Fig. 3. Generally, the proposed approach can be divided into two parts: SE learning-based object proposal and the local BBoxes refinement. First of all, point-wise features can be obtained by employing a backbone network e.g., PointNet++ [33]. With the sampling and grouping operations, both the local features and global context information has been extracted. Following the backbone network, there are two branches for semantic segmentation and instance-aware SE, which are encoded as objects’ center and dimension, etc. For each point, the ground truth of semantic class and the information of BBox’s it belongs to can be easily generated. Therefore, the first stage of the network can be trained by supervision signals. Based on the SE results, a deep clustering layer is employed for generating the instance segmentation. At the same time, for each cluster, a BBox is also generated. Then, for each proposal, a refine network (e.g. PointNet [32]) is applied for refining the 3D BBox of each proposal. Here, all proposals share the same network parameters. In order for more generations, we transform the proposals into a local normalized coordinate system. Finally, the refine network
outputs the refined 3D BBoxes and instance masks.

3.2. Instance-aware SE

Inspired by the 2D instance segmentation [28], many works [41] have been proposed to segment objects in the feature space (rather than the spatial space directly) by using a discriminative loss function [17]. By using this kind of loss, features belong to the same instance are pulled closer and those belonging to different instances are pushed far away. However, the instance label information cannot be explicitly integrated into the loss function directly and this kind of loss is encoded in feature space by using several hyper-parameters [6].

Although this kind method achieved impressive performance for the indoor environment, few methods have been proposed for the AD scenario. Before the introduction of our approach, we analyze the difference of instance segmentation between the 2D and 3D. Scale [51], spatial layout ambiguity and occlusion are three main problems in 2D image space. They have seriously effected the performances of object detection and instance segmentation. While these problems don’t exist anymore in the 3D point cloud. On the contrary, objects become separable in the spatial space. However, the direct use of the clustering method from the point cloud yields unsatisfied results. Therefore, for easy clustering or segmentation, a well designed intermediate procedure is required to explore the point’s latent properties such as semantic class, instance label, and the object’s information that the point belongs to.

**Point cloud feature extraction:** for extracting point-wise features for point cloud, we employ the commonly used PointNet++ network with multi-scale sampling and grouping operations as our backbone networks. Particularly, the designed framework is backbone independent and it can be replaced by other structures such as PointConv [45], EdgeConv [42] or sparse convolution network [11] etc. Based on the extracted features, we would like to predict the object information as below.

**Semantic information:** with the point-wise features as input, one segmentation branch is designed for semantic classes prediction. Thanks to the multi-scale sampling and grouping strategies, both the local structure and global context information has been encoded in each point-wise feature vector. And this is useful to handle objects with different sizes. To well tackle the classes imbalance problem in the classification, focal loss [21] is employed here as

\[
L_{\text{cls}} = -\sum_{i=1}^{C}(y_i \log(p_i) + (1-y_i)(1-p_i)^\gamma(1-\alpha_i)),
\]

where \(C\) denotes the number of classes; \(y_i\) equals 1 if the
ground-truth belongs to the $i_{th}$ class and 0 otherwise; $p_i$ is the predicted probability for the $i_{th}$ class; $\gamma \in (0, +\infty)$ is a focusing parameter; $\alpha_i \in [0, 1]$ is a weighting parameter for the $i_{th}$ class.

**Object information:** in our intuition, as long as all the points belong to the same object pulled to its physical center, then they can be separated into different instances directly. Therefore, we take the object center $(c_x, c_y, c_z)$ as one important information of the SEs. Instead of regressing the center value directly, we define the offset between individual point and object center as our regression target label. For each FG point $p^i = (p^i_x, p^i_y, p^i_z)$, the ground truth label is defined as

$$c^i_{\text{offset}} = (p^i_x - c^k_x, p^i_y - c^k_y, p^i_z - c^k_z)^T,$$  

(2)

where $(c^k_x, c^k_y, c^k_z)$ represent the object center of instance $k$. Traditionally, the embedding of object center is enough for 3D instance segmentation. For the task of object detection, other information such as the BBox dimension $(l, w, h)$ and orientation angle $\theta$ (head direction of the object) are also required. For these parameters, we directly assign the ground truth box information to the corresponding points. During the training, all the parameters are predicted point-wisely from the network, however, only the FG points are contributed for the final loss computation.

### 3.3. Clustering-based Proposal Generation

Based on the predicted SEs results, all the FG points are aggregated to the centroids of their corresponding objects. We show an example of predicted SE in the top right corner of Fig. 3, where we represent the pulled points (the original location plus the predicted offset) with red color. From this example, we can obviously find that these red points can be separated via a simple clustering algorithm (i.e., K-means [1]) easily. An example of the instance segmentation results is also shown in the bottom right corner of Fig. 3, where each instance has been displayed with different colors. After the clustering, a mean BBox is also generated for each instance has been displayed with different colors. After this clustering, a mean BBox is also generated for each instance. Furthermore, an instance-aware ROI polling strategy is proposed to compensate for the inaccuracy of BBox in the proposal stage. Specifically, two things have been done in this strategy: first, points belong to one cluster will be used for the second stage refinement even some of them is not inside of the BBox. Second, some FG points even they are inside the BBox will be removed out if they share different cluster-ids with the BBox. To well utilize the local information, we transform the proposal to a local normalized coordinate system. For each ROI, $M$ points together with features extracted in the first stage are randomly selected as the inputs for the refinement network.

#### 3.5. Multi-task Loss

A multi-task loss is employed for training our network. Three kinds of loss have been used here including semantic segmentation loss, SE loss, and the 3D BBox regression loss. In addition, some hype-parameters have been used here to balance their contributions. For the first

$$L = L_{\text{sem-cls}} + L_{\text{SE}} + L_{\text{reg}},$$

where the semantic segmentation loss is defined as in Eq. (1) and the others will be described detailedly as below.

**SE loss:** during the training, supervision signal is generated directly for each FG point and the loss function is formulated as

$$L_{\text{SE}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{N_c} \sum_{i \in \text{ins}} (l_{\text{size}} + l_{\text{offset}} + l_{\text{angle}}),$$

where $l_{\text{offset}}$, $l_{\text{size}}$ and $l_{\text{angle}}$ are the smooth-$l_1$ losses for offset, BBox dimension and orientation angle respectively. In addition, the loss is also normalized by instance number $N$ and points number $N_c$ inside the instance $c$ individually.

**BBox regression loss:** each proposal is encoded as a 7-dimensional vector as object center $(c_x, c_y, c_z)$, object dimension $(h, w, l)$ and head direction angle $\theta$. The rotated 3D intersection-over-union [52] loss is employed here as

$$L_{\text{reg}} = 1 - \text{IoU}(B_g, B_d) = \frac{B_g \cap B_d}{B_g \cup B_d},$$

(3)

where the $B_d$ and $B_g$ represent the predicted and ground truth BBoxes respectively.

### 4. Experimental Results

In this section, we describe the details of our experimental results, including the implementation settings, instance segmentation and 3D object detection on the public KITTI dataset.

#### 4.1. Implementation Details

**Input Data:** for KITTI, we randomly select 16K points per frame. In particularly, only points within a constrained range are considered e.g., $[-40, 40], [-1, 3], [0, 70.4]$ for $x$, $y$ and $z$ respectively. For these frames whose points are less than 16K, we just randomly select the existing points repeatedly.
Network architecture: to build the backbone network, the multi-scale grouping is employed four times for point feature extraction. In each scale, we randomly sample (4096, 1024, 256, 64) point and PointNet is applied for extracting features of each scale. For the grouping layer, a ball query search is applied for finding the neighbor points within a certain radius. We set different radius as (0, 0.4, 0.8, 1.6) for four different scales. After the backbone feature extraction, a 512 dimension feature vector is assigned for each point. The semantic segmentation branch is realized through a multi-layer perceptron with full-connected layers output sizes of 256, 128, C (class probability). Similarly, the SE branch is also realized with full-connected layers output sizes of 256, 128 and 7.

For the BBox refine network, the encoder part of PointNet++ is employed here too. For each proposal, 512 points are randomly selected for feature extraction. Different from the backbone network, we employ only three scales for sampling and grouping with the up-sampling operation. After extracted the features for each proposal, two branches are followed to give the refined BBox parameters and an “Objectness” score to classify the proposal as a positive object or just background points.

4.2. Dataset

To our knowledge, there is not public 3D instance segmentation dataset in the AD scenario. Therefore, we evaluate our framework for both 3D instance segmentation and object detection on the public KITTI dataset. KITTI 3D Object Detection Data: the whole data has been divided into training and testing two subsets, which consist of 7481 and 7518 frames respectively. Since the ground truth for the testing set is not available, we subdivide the training data into a train and val set as described in [54, 46]. Finally, we obtained 3712 data samples for training and 3769 frames for validation. On the KITTI benchmark, the objects have been categorized into “easy”, “moderate” and “hard” based on their height in the image and occlusion ratio, etc. For each frame, both the left and right camera images and the LiDAR point cloud have been provided, while only the point cloud has been used for our object detection here and the RGB image is only used for visualization purposes.

4.3. 3D Instance Segmentation

To verify the effectiveness of our proposed SE strategy, we compare it with another state-of-the-art feature embedding based method [17]. To be clear, we have not implemented their methods here and we just replace the SE loss with feature embedding and directional losses based on our framework and keep other modules unchanged. Finally, a 7-dimension feature is taken for the next stage clustering, such as the commonly used mean-shift technique.

Instance Segmentation Data: in KITTI, 3D BBox annotations have been provided for three categories objects e.g., car, pedestrian and cyclist. We simply generate the instance mask for each object by extracting the points inside each BBox. An example of 3D instance ground truth has been shown in Fig. 4, where different colors represent different objects at the bottom of this image.

For instance segmentation, we compute the mask AP at different thresholds e.g. (AP50, AP75, AP90). Finally, we also compute the mean mask AP which proposed in coco challenges [22]. Specifically, the thresholds are set as [0.5 : 0.5 : 0.95]. The evaluation results for 3D instance segmentation are given in Tab. 1. From the table, we can clearly see that the proposed SEs method significantly outperforms the features embedding based approach.

### 4.4. 3D Object Detection On KITTI

**Evaluation Protocol:** we employ evaluation metrics on KITTI [8] to report our results here. In [8], all the objects have been divided into “Easy”, “Moderate” and “Hard” categories based on their distances and occlusion ratios.

#### 4.4.1 Evaluation on test split

In this subsection, we compare our proposed approach on the public 3D object detection benchmark. Tab. 2 gives the evaluation results on the KITTI testing subset. We achieved the results of testing split by submitting predictions on KITTI’s on-line evaluation server and the performance of other methods are also obtained from the benchmark respectively. Compared to other methods with publications, the proposed method achieved comparable results with other state-of-the-art methods on both 3D object detection and Bird-eye-View (BEV) evaluation. From the ta-
Table 2: Comparison with other public methods on the KITTI testing server for 3D “Car” detection. For easy understanding, we have highlighted the top two numbers in bold and italic for each column and the second best is shown in blue. All the numbers are the higher the better.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Modality</th>
<th>AP\textsubscript{70} (%)</th>
<th>AP\textsubscript{BEV} \textsubscript{70} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mod</td>
</tr>
<tr>
<td>MV3D [4]</td>
<td>LiDAR+Mono</td>
<td>71.29</td>
<td>62.68</td>
</tr>
<tr>
<td>F-PointNet [31]</td>
<td>LiDAR+Mono</td>
<td>83.76</td>
<td>70.92</td>
</tr>
<tr>
<td>AVOD-FPN [16]</td>
<td>LiDAR+Mono</td>
<td>84.41</td>
<td>74.44</td>
</tr>
<tr>
<td>IPOD [47]</td>
<td>LiDAR+Mono</td>
<td>84.10</td>
<td>76.40</td>
</tr>
<tr>
<td>ContFusion [20]</td>
<td>LiDAR+Mono</td>
<td>86.33</td>
<td>73.25</td>
</tr>
<tr>
<td>F-ConvNet [43]</td>
<td>LiDAR+Mono</td>
<td>89.02</td>
<td>78.80</td>
</tr>
<tr>
<td>VoxelNet [54]</td>
<td>LiDAR</td>
<td>81.97</td>
<td>65.46</td>
</tr>
<tr>
<td>PointPillars [18]</td>
<td>LiDAR</td>
<td>87.29</td>
<td>76.99</td>
</tr>
<tr>
<td>SECOND [46]</td>
<td>LiDAR</td>
<td>88.88</td>
<td>78.63</td>
</tr>
<tr>
<td>3D IoU Loss [52]</td>
<td>LiDAR</td>
<td>88.15</td>
<td>78.33</td>
</tr>
<tr>
<td>STD [48]</td>
<td>LiDAR</td>
<td>89.16</td>
<td>78.99</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>LiDAR</td>
<td>89.50</td>
<td>79.21</td>
</tr>
</tbody>
</table>

Table 3: Comparison with other public methods on the KITTI validation dataset for 3D “Car” detection. For easy understanding, we have highlighted the top two numbers in bold and italic for each column and the second best is shown in blue. All the numbers are the higher the better.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Modality</th>
<th>AP\textsubscript{70} (%)</th>
<th>AP\textsubscript{BEV} \textsubscript{70} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mod</td>
</tr>
<tr>
<td>MV3D [4]</td>
<td>LiDAR+Mono</td>
<td>86.55</td>
<td>78.10</td>
</tr>
<tr>
<td>F-PointNet [31]</td>
<td>LiDAR+Mono</td>
<td>88.16</td>
<td>84.02</td>
</tr>
<tr>
<td>ContFusion [20]</td>
<td>LiDAR+Mono</td>
<td>95.44</td>
<td>87.34</td>
</tr>
<tr>
<td>VoxelNet [54]</td>
<td>LiDAR</td>
<td>89.60</td>
<td>84.81</td>
</tr>
<tr>
<td>SECOND [46]</td>
<td>LiDAR</td>
<td>89.96</td>
<td>87.07</td>
</tr>
<tr>
<td>PointPillars [18]</td>
<td>LiDAR</td>
<td>90.07</td>
<td>87.06</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>LiDAR</td>
<td>90.23</td>
<td>87.53</td>
</tr>
</tbody>
</table>

Table 4: Comparison with other methods on the KITTI validation dataset for Bird-Eye-View (BEV) detection. For easy understanding, we have highlighted the top two numbers in bold and italic for each column and the second best is shown in blue. All the numbers are the higher the better.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Modality</th>
<th>AP\textsubscript{BEV} \textsubscript{70} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mod</td>
</tr>
<tr>
<td>MV3D [4]</td>
<td>LiDAR+Mono</td>
<td>86.55</td>
</tr>
<tr>
<td>F-PointNet [31]</td>
<td>LiDAR+Mono</td>
<td>88.16</td>
</tr>
<tr>
<td>ContFusion [20]</td>
<td>LiDAR+Mono</td>
<td>95.44</td>
</tr>
<tr>
<td>VoxelNet [54]</td>
<td>LiDAR</td>
<td>89.60</td>
</tr>
<tr>
<td>SECOND [46]</td>
<td>LiDAR</td>
<td>89.96</td>
</tr>
<tr>
<td>PointPillars [18]</td>
<td>LiDAR</td>
<td>90.07</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>LiDAR</td>
<td>90.23</td>
</tr>
</tbody>
</table>

Figure 5: Three examples of joint instance segmentation and 3D object detection on the KITTI benchmark. The BBoxes in green is ground truth and these in other colors are prediction results. The foreground points in different colors represent different instances. The bottom images are only used for visualization.

4.4.2 Evaluation on validation split

We also evaluate the proposed framework on the KITTI validation dataset. For this split, all the ground truth labels have been provided. First of all, Tab. 3 and Tab. 4 give the comparison results on validation dataset for 2D BEV and 3D object detection. We have listed nearly all the top results with publications here including: multi-modalities fusion-based [4, 31, 16, 20, 47, 43], one-stage- [46, 54, 18] and two-stage-based [37] approaches. Among all methods, the improved method achieved the second best results for all three categories on both 2D and 3D. Furthermore, it even performs much better than other fusion-based and two-stage-based methods.

In addition, we illustrate some qualitative detection re-
results on the validation split in Fig. 5. In this figure, different instances have been randomly highlighted with different colors on the point cloud. In addition, the predicted 3D BBoxes are drawn on both 2D image and 3D point cloud, where green and red represent the ground truth and predictions respectively.

4.5. Ablation Study

In this section, we give the ablation study for the proposed approach. We conduct all the evaluations on the “val” dataset for the Car category because the training data for “Car” is relatively large.

4.5.1 Spatial Embedding

![Spatial Embedding Figure](image)

Figure 6: Spatial embedding error distribution for different elements. X-axis represents the prediction error and Y-axis represents the number of foreground points.

Spatial embedding is a very crucial step in our method. During the training, this embedding process has been supervised with ground truth labels. We calculate the error distribution between the prediction value and ground truth on the validation dataset. Fig. 6 illustrates the error distribution for \( c_x \) and \( c_z \), which represent object center in \( x \) and \( z \) axis respectively. From this figure, we can find that all prediction error is close to 0 and nearly follows a Gaussian distribution with small variance values e.g., \( \sigma_{c_x} = 0.11m \) and \( \sigma_{c_z} = 0.14m \). This indicates that the proposed spatial embedding can effectively pull all the foreground points into the object center.

4.5.2 Region Proposal

Usually, in order to increase detection performance, more than one RoI (Region of Interest) has been generated for each object. PointRCNN [37] generates 100 proposals each frame for KITTI dataset during testing. However, most of these proposals are redundant BBoxes because the average object number is only about 10 on KITTI. In addition, the recall of proposals is loosely related to the final 3D object detection performance. Furthermore, the inference time will increase rapidly with the increase of RoI number. The comparison results in Tab. 5 show that with only a few numbers of ROIs, our proposed approach can obtain a very high recall rate.

4.5.3 Inference Time

Compared with other proposal based methods, such as PointRCNN [37] which generates 100 proposals each frame for KITTI data during the inference. Taking KITTI dataset as an example, the average number of objects in each frame is about 8. For our proposed framework, 20 proposals are sufficient to recall most of the objects as shown in Tab. 5. Our experimental result shows that the proposed framework runs 4 times faster than PointRCNN in the BBox refinement stage. Currently, the proposed approach can achieve almost real-time on a single NVIDIA Tesla P40 GPU on the KITTI point cloud with only 90° field of view.

5. Conclusion and Future Works

In this paper, we proposed a unified framework for joint 3D object detection and instance segmentation. In particular, we proposed a spatial embedding module to pull all the points which belong to the same object together and it works well in the real autonomous driving scenario. The proposed framework can obtain state-of-the-art performance with only a few region proposals. This is very important for real-time perception in real-world applications. Currently, we use the PointNet++ as be backbone network which is the bottleneck for the real-time detection rate. In the future, we would like to design a more efficient backbone network to make the system run in real-time for object detection in 360 degrees view-point.
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