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Abstract

The high-sensitivity vision of primates, including human-

s, is mediated by a small retinal region called the fovea. As

a novel bio-inspired vision sensor, spike camera mimics the

fovea to record the nature scenes by continuous-time spikes

instead of frame-based manner. However, reconstructing

visual images from the spikes remains to be a challenge.

In this paper, we design a retina-like visual image recon-

struction framework, which is flexible in reconstructing full

texture of natural scenes from the totally new spike data.

Specifically, the proposed architecture consists of motion

local excitation layer, spike refining layer and visual re-

construction layer motivated by bio-realistic leaky integrate

and fire (LIF) neurons and synapse connection with spike-

timing-dependent plasticity (STDP) rules. This approach

may represent a major shift from conventional frame-based

vision to the continuous-time retina-like vision, owning to

the advantages of high temporal resolution and low pow-

er consumption. To test the performance, a spike dataset

is constructed which is recorded by the spike camera. The

experimental results show that the proposed approach is ex-

tremely effective in reconstructing the visual image in both

normal and high speed scenes, while achieving high dynam-

ic range and high image quality.

1. Introduction

Autonomous driving, wearable computing, unmanned

aerial vehicles, are typical emerging real-time application-

s which require rapid reaction in vision processing [19].

Conventional cameras compress the video data in the ex-

posure time into one frame, and the temporal changes in

that time will be lost [11]. When performing image analy-

sis tasks such as detecting or tracking an object, these con-

secutive frames have to be compared to recover temporal

changes, which is computationally expensive and is diffi-

cult to achieve satisfactory results [21].

If we turn attention to the human vision, the visual sam-

∗Corresponding author.

pling is quite different from that of a digital camera. There

is no concept of frames or pictures in human vision. Al-

though the mechanism of human vision is too complicated

to be fully understood, the physical structures and the signal

processing in human retina give us some hints and inspira-

tions. Among them, the dynamic vision sensor (DVS) is the

most well-recognized [8, 1]. In DVS, each pixel respond-

s independently to the changes of luminance intensity by

generating asynchronous spikes. This mechanism is sim-

ilar to the periphery of the retina, which is sensitive only

to moving objects. The temporal redundancy of the output

spikes is natively reduced, however, it is not able to recon-

struct the visual images as the conventional camera does.

Although there are some hybrid sensors combing DVS and

conventional image sensor (DAVIS) [5], or adding an extra

photo-measurement circuit (ATIS [23], CeleX [13]), there

exists motion mismatch since the difference of the sampling

time resolution.

To solve the problem of capturing visual texture while

maintaining the continuous-time signal, researchers de-

signed a class of time-based sensors to make each pixel

mimics the behaviour of an integrate-and-fire neuron and

works asynchronously [2, 6, 16]. Instead of choosing a

fixed integration time for all pixels like a conventional cam-

era, the time-based sensor ensures that each pixel selects

its own optimal integration time to achieve a high dynam-

ic range and an improved signal-to-noise ratio. This kind

of sensor enables the reconstruction of visual textures in a

frame-free manner. Using a time window or the inter-spike

interval, the image texture can be reconstructed [6].

Recently, [28] proposed a fovea-like sampling method

(FSM) which falls into the category of time-based sen-

sors. Compared to previous time-based sensors, this sensor

namely spike camera is with high spatial (250 × 400) and

temporal resolutions (40000 Hz), which is suitable to deal

with high-speed vision tasks [28]. However, the previous

reconstruction algorithms [6, 28] will suffer the problem of

low contrast or blur in complex environments. Therefore,

how to flexibly use the time-continuous spike information

is a key problem of high-quality image reconstruction.

In this paper, we propose a new retina-like visual im-
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Figure 1. The spike camera based on fovea-like sampling and visual image reconstruction.

age reconstruction framework, as shown in Fig 1. The main

contributions of this paper includes: 1) We propose a three-

layer spiking neural model which relies on a combination of

biologically plausible mechanisms. Using time-continuous

spike data, our method can reconstruct images at any sam-

pling moment, and retain the details of high-speed motion

and static background simultaneously. 2) We propose a dy-

namic neuron extraction model to distinguish the neuron s-

tates (dynamic or static) in an incremental way, which is

useful for reconstructing high quality high-speed motion

scenes. 3) We construct a new spike dataset for evaluat-

ing the reconstruction method, and make these available to

the research community.

2. Spike Data Analysis

2.1. Spike Data Representation

In FSM, the intensity of light is converted into voltage

by the photoreceptor [28]. Once the voltage reaches a pre-

defined threshold, a one-bit spike is outputted and a signal

to reset the integrator is dispatched at the same time. This

process is quite similar to the integrate-and-fire neuron. D-

ifferent luminance stimuli I leads to a different spike firing

rate, the output and the reset are triggered asynchronously

among various pixels. Typically, the brighter the light, the

faster the firing speed:
∫

Idt ≥ φ (1)

The raw data from the spike camera is a three-

dimensional spike array D. The spike camera only cares

about the integration of the luminance intensity and fires

spikes in an ultra high frequency. At each sampling mo-

ment, if a spike is just fired, a digital signal “1” (i.e. a

spike) is outputted, otherwise “0” is generated. We define

Si,j(t) ∈ {0, 1} to represent the spike firing status of pixel

(i, j) at the moment t. For simplicity, we use spike plane to

represent the spike signal outputted by all pixel at a certain

moment, while the time-continuous spike signals generated

by a certain pixel is called a spike train (see Fig 5 (a)).

2.2. Spike Data Distribution

The integrator has a predefined capacity which is also

known as the spike firing threshold φ. If the integrator is

filled, it will be reset and fires a spike. Due to the varia-

tion of the light, the duration of filling the integrator from

empty to fulfilled is not constant. Microscopically, a spike

is generated means a fixed number of photons have been

recorded. We define N(t, δ) as the number of photons ar-

rived at the photoreceptor within the time interval [t, t+ δ),
and R(t, δ) as the number of photons recorded actually in

the same period. However, the dead time τ between two

consecutive photon arrivals makes N(t, δ) and R(t, δ) are

not equal. If the former arrival is recorded at time t, any

latter photon arrivals during (t, t+ τ ] will not be recorded.

In fact, the photon record process R(t, δ) can be seemed

as a renewal process, which involves recurrent patterns af-

ter each of which the process starts from scratch. The pho-

ton arrival process is usually assumed to be a homogeneous

Poisson process. It is parameterized by a single scalar λ
which gives the mean rate of the photon arrivals. If the wait-

ing time between one renewal and the next has ensemble

mean and variance, the photo recording process with dead

time τ is asymptotically Gaussian distributed [7]:

E ∼
λδ

1 + λτ
, V ar ∼

λδ

(1 + λτ)3
(2)

To validate the model, we record several spike sequences

using the spike camera under various light conditions. We

assume that the record of n photons will reach the dispatch

threshold φ and generate a spike. If the spike firing time is

denoted as ti, the inter-spike interval is tisi = ti − ti−1.

As shown in Fig 2, the blocks with different grayscale val-

ues represent the luminance intensities, which indicates that

larger intensities lead to higher spike firing rates and shorter

inter-spike intervals (ISIs). The RMSE shows that the inter-

spike interval distribution histogram can be well fitted by

the approximate Gaussian distribution.

Based on the above, we are able to model the ISI distri-

bution of a certain intensity by a Gaussian distribution. In

Sec 3.2, a dynamic neuron extraction model is proposed to

extract the spike signal representing moving object accord-

ing to the ISI distribution.

3. Spiking Neural Model

To address the challenge of visual image reconstruction

from the spike data, we propose a novel spike neural mod-
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Figure 2. The spike data distribution under different intensities. Left: The spike train generated by different light intensity. Larger

intensities lead to higher spike firing rates and shorter inter-spike intervals. Right: the exact ISI distribution histogram, approximate

Gaussian distribution and their Root Mean Squard Error (RMSE). The RMSE shows that the approximate Gaussian distribution can well

fit the real ISI distribution.

el based on the inspiration from the biological neural dy-

namics and the adaptation. In biological neural systems, a

neuron receiving the stimuli and firing a spike can be ab-

stracted as a leaky integrate-and-fire (LIF) model [14]. In

LIF model, the membrane potential V (t) is governed by the

following differential equation:

τm
dV

dt
= −(V (t)− Vrest) +RI(t) (3)

where Vrest is the rest potential, I(t) is the total synaptic

current, R is the membrane resistance and τm is the mem-

brane time constant. In the absence of input, the membrane

potential decays exponentially to its resting. With the input

spikes, each input yields the input potential onto the mem-

brane potential V (t). Each time the membrane potential hits

the threshold, the membrane potential V (t) is reset to Vrest

and a spike is fired [14]. The refractory period in a neu-

ron occurs after one output spike, which is quite different in

various neurons.

In addition, there exists multiple adaptation mechanisms

in biological neuron. The neuron is adaptively adjusted ac-

cording to the input spike characteristics. For instance, the

synapse plasticity [3, 4] modulates the efficiency of neu-

ral connections by its weight, while the membrane potential

thresholds (spike firing thresholds) of various neurons are d-

ifferent to adapt to different stimuli. The dynamic threshold

[9] allows that more frequent stimuli may lead to greater

thresholds, and vice versa.

Based on the inspiration from biological neurons, we

propose a spiking neural model to solve the problem of im-

age reconstruction. The model shown in Fig 3 includes mo-

tion local excitation layer, spike refining layer and visual

reconstruction layer. The motion local excitation layer re-

ceives spikes input and marks the motion state of neurons

(static or dynamic). Then the spike refining layer adjusts

the refractory period of each neuron according to its motion

state, which acts as a temporal filter. The last visual recon-

struction layer adopts the adaptation mechanism widely ex-

isted in biological neurons, and maps the dynamic threshold

of each neuron into a grayscale image as the output.

The overall architecture of the spiking neural model is

illustrated in Fig 3 and in more detail in Fig 5. The ar-

chitecture of the spiking neural model is described in Sec

3.1. The dynamic neuron extraction based on graph cuts is

shown in Sec 3.2. Sec 3.3 presents the synapse connection,

while the visual image reconstruction is introduced in Sec

3.4.

3.1. Model Architecture

Motion Local Excitation Layer The motion local excita-

tion layer operates on the input spike data and outputs spike

train with binary marks (dynamic or static). The purpose is

to distinguish the neuron state according to the input spike

data. Each neuron in this layer is connected to the input

spike data in one-to-one connections. In this layer, the in-

put spike data is modelled as a motion confidence matrix

according to the historical firing distribution. Then, for cur-

rent moment, the neuron states can be abstracted into the

first-order Markov Random Field with binary labels [12],

and a motion local extractor based on the graph cuts is per-

formed. In this way, each output spike has a dynamic or

static mark to distinguish the state of the neuron. The detail

will be described in Sec 3.2.

Spike Refining Layer To model neuronal dynamics, the

LIF model is introduced in spike refine layer. In this lay-

er, the input spikes are filtered to keep the fast response to

the motion while removing the noise. The size of this layer

is the same as the motion local excitation layer, each input is

fed to one neuron in this layer. In order to rapidly respond to

the motion, we set the threshold voltage to a very small val-

ue. To eliminate the noise, according to the mark given by

the motion local excitation layer, a relatively long refracto-

ry period should be set if the current input spike is marked

static; otherwise, if the spike comes from a dynamic neu-

ron, a relatively short refractory period should be set. By

the above mechanism, the spike refining layer can signifi-

cantly eliminate the noise, and mitigate the over-exposure

by reducing the firing rate. Meanwhile, this layer retains as

much detail as possible to maintain the fidelity of dynamic

spike while preserved high dynamic range.
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Figure 3. The overall architecture of spiking neural model.

Visual Reconstruction Layer As in the previous layer, the

neurons in this layer are LIF neurons. Each neuron receives

the spike train from the spike refining layer, and the neuron

and the synaptic connection make various adaptive adjust-

ments. The visual image is reconstructed according to the

state of the neuron. The neurons of this layer are connect-

ed in a one-to-many fashion to that of spike refining layer.

These neurons have no refractory period. STDP learning

rule [4] is performed between these two layers to learn

to adjust the spike firing rate (see Sec 3.3). In addition,

to achieve the homeostasis of the system, threshold adapta-

tion [9] is introduced in this layer. According to the statis-

tics of the neuron state and dynamic threshold, high quality

visual images including dynamic and static scenes can be

reconstructed simultaneously (see Sec 3.4).

3.2. Dynamic Neuron Extraction

In this section, we propose a dynamic neuron extraction

model to mark input spikes as dynamic or static. As ana-

lyzed in Sec 2.2, the ISI is equal to the time of a fixed num-

ber of photons have been recorded, which is proportional

to the firing threshold φ of the integrator. For a constant

photon arrival rate λ, the ISI distribution has an unimodal

and symmetric distribution which approaches a Gaussian

distribution. The region visited by a moving object has a

dissimilar ISI distribution from that driven by static region.

Therefore, we associate the ISI of each neuron with a Gaus-

sian probability model with mean µ and covariance σ:

ISI ∼ N (µ, σ) (4)

Assuming that each neuron corresponds to a coordinate

(i, j), i ∈ [1,m], j ∈ [1, n], where m and n are the res-

olution of spike camera. The ij-th neuron is denoted as

ij, we evaluate all the moments against their correspond-

ing ISI distribution models and obtain the confidence map

Cij(t) ∈ R
T×1, which corresponds to the confidence of

the location belong to static region. Therefore, the motion

confidence of each neuron at different moment is:

O =







C11 · · · C1n

...
. . .

...

Cm1 · · · Cmn






∈ R

m×n×T (5)

Figure 4. The illustration of dynamic neuron extraction. This

operation is performed in motion local excitation layer. The dy-

namic neurons corresponding to digital and turntable center are

extracted. Top: the visualized result of the motion confidence ma-

trix O. Bottom: the dynamic neuron extraction results.

At the moment t, the mark matrix M t ∈ {0, 1}m×n is a

binary matrix denoting the states of the neurons:

M t
ij =

{

1 if ij belongs to motion region at moment t

0 otherwise

(6)

We use PMt(X) to represent the orthogonal projection

of a matrix X onto the linear space of matrices supported

by M t,

PMt(X)(i, j) =

{

0 if M t
ij = 0

Xij if M t
ij = 1

(7)

and PMt⊥(X) to be its complementary projection, i.e.,

PMt(X) + PMt⊥(X) = X .

The binary matrix M t can be naturally modeled by a

Markov Random Field (MRF) [12]. Consider a graph

G = (V, E), where V is the set of vertices denoting all

m × n neurons and E is the set of edges connecting spa-

tially neighboring neurons. According to the Ising model

[17], the energy of M can be represented as:

∑

ij∈V

uij(Mij) +
∑

(ij,kl)∈E

λij,kl |Mij −Mkl| (8)

where

uij(Mij) =

{

λij if Mij = 1

0 if Mij = 0
(9)
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where λij,kl controls the strength of dependency between

Mij and Mkl, and λij controls the sparsity of Mij = 1.

Since Ot denotes the motion confidence, we assume that

Ot = M t +N t, where N t denotes the noise. For the static

neurons of M t
ij = 0, the noise N t = PMt⊥(Ot) should be

minimized. Combining the above motion model and noise

model, we propose the following optimization:

min
Mt

ij
∈0,1

1

2

∑

ij

PMt⊥(Ot
ij)

2 +
∑

ij∈V

uij(M
t
ij)

+
∑

(ij,kl)∈E

λij,kl

∣

∣M t
ij −M t

kl

∣

∣

(10)

For simplicity, we set λij = α and λij,kl = β. Eq. 10

can be rewritten as follows:

min
Mt

ij
∈0,1

∑

ij

(α−
1

2
(Ot

ij)
2)M t

ij+β
∥

∥Evec(M t)
∥

∥

1
+c (11)

where c = 1
2

∑

ij(O
t
ij)

2, E is the node-edge incidence ma-

trix of G. Eq. 11 is the standard form of the first-order

MRFs with binary labels, which can be solved exactly by

graph cuts [15].

The illustration of dynamic neuron extraction is shown

in Fig 4. The proposed model is sufficient to distinguish the

neuron state. When a new set of spikes arrives, the confi-

dence matrix is updated incrementally, and the graph cuts

can be operated for each moment separately.

3.3. Synapse Connection

Synapse is a structure that permits a neuron to pass a

voltage signal to another neuron according to their weight-

s. In applications of spiking neural network (SNN), the

weights can be trained following a learning rule or set to

constant values. Synaptic plasticity is the basic mechanism

of underlying learning in biological networks [3]. It is de-

fined as the ability to modulate the efficiency (also known as

weight) of neural connections. In the biological vision sys-

tem, information coding is established in an unsupervised

way. Among the SNN learning rules, spike timing depen-

dent plasticity (STDP) [3] is the most popular one. With

STDP, if the presynaptic spike to a neuron tends to short-

ly before it fires, then the synaptic weight is made stronger

(Long-Term Potentiation, LTP); whereas if an input spike

tends to occur immediately after an output spike, then that

particular input is made somewhat weaker (Long-Term De-

pression, LTD). In this work, biological STDP [4] is used

to learn the rule of spike firing of static neurons, which is

defined as:

∆ω =
∑

tpre

∑

tpost

W (tpost − tpre) (12)

where ∆ω is the weight variation, tpre and tpost denote the

firing time of the input neuron (presynaptic spike time) and

output neuron (postsynaptic spike time), respectively. The

function W is defined as:

W (∆t) =

{

Apre exp (−∆t/τpre) if ∆t > 0

Apost exp (∆t/τpost) if ∆t < 0
(13)

where the parameters Apre and Apost depend on the current

value of the synaptic weight ω.

The neurons between two adjacent layers can be con-

nected in different ways. As mentioned above, between

the second and third layers, we use a one-to-many man-

ner to connect their neurons. We assume that neurons are

distributed in a regular grid and that the distance between

adjacent neurons is a constant. A presynaptic neuron will

connect to multiple postsynaptic neurons if the following

conditions are met:
√

(xpre − xpost)2 + (ypre − ypost)2 < R (14)

where x and y are the coordinates of neurons, R is the con-

nection range. And the initial weights for each synapse are

obtained as following:

ω = exp(−k
√

(xpre − xpost)2 + (ypre − ypost)2/R)

(15)

where k controls the weight distribution. The initial weights

are adaptively updated at the arrival of each spike according

to STDP learning rules.

3.4. Visual Image Reconstruction

In this section, we reconstruct visual information suit-

able for human viewing according to the state of neuron.

The inhomogeneity of the input leads to different firing rates

of the excitatory neuron. In order to ensure that the neurons

adapt to input spike train, we hope that all neurons will have

approximately equal firing rates. To this end, a common

method to adapt thresholds is to use leaky adaptive thresh-

olds [9]: when a neuron fires a spike, a dynamic adjusting

is performed for threshold to adapt the firing rate to prevent

it from firing too often. The more frequently a neuron fires

spikes, the higher will be its threshold. In turn, the neuron

needs more inputs to fire a spike in the near future. Similar

to [10], we define the model of the dynamic threshold as:

ϑij(t) = ϑ0 +

∫ ∞

0

θij(s)S
′

ij(t− s)ds (16)

where ϑ0 is the initial threshold of neuron in the absence

of spiking, and S
′

ij denotes the fired spikes of this layer.

The firing threshold of the neuron is increased by an amount

θij and is exponentially decaying after firing a spike. The

increase amount θij is defined as:

θij(t) =

{

η0 exp(
−(t−tf )

τ
) if M t

ij = 0

η0 exp(
−(t−tw)

τ
∫

t

tw
Sij(x)dx

) if M t
ij = 1

(17)
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Figure 5. The microscopic analysis of spiking neural model. (a) The input spike data is converted to spike plane (black dashed box) and

spike train (red dashed box). The spike plane connects to the motion local excitation layer, and the dynamic neurons at this moment are

marked, while the spike train with the mark information input to the next layer. (b) The noise spikes are eliminated by the mechanism of

the refractory period while the static and dynamic spikes are preserved. (c) Each input spikes yield a potential according to STDP, and if

the accumulated membrane potential reaches the threshold, the model is adaptively adjusted to fit the input spikes. According to Eq. 18

and 19, the pixel intensity at each moment can be reconstructed (i.e. t1: dynamic spikes, t2: static spikes), as shown in (d).

where Si,j(t) is the spike train input to this layer, tf de-

notes the most recent firing time , tw is a moment before

t that can be set as a constant, and τ is the time constant.

In practice, we can set tw to a small value so as to avoid

threshold instability due to dynamic spike.

Finally, the grayscale value of the visual image can be

estimated from the neuron state and firing threshold: if the

neuron (i, j) belongs to a static neuron at moment t, in other

words, M t
i,j = 0, then the grayscale value is

Gi,j,t = ϑij(t) (18)

Otherwise

Gi,j,t = ϑij(t
−) ∗ κ(t)γ (19)

where ϑij(t
−) denotes the convergence value of ϑij before

time t, κ(t) = t−/(tisi
∫ t−

0
Sij(x)dx) is an adjustment pa-

rameter to reconstruct the accurate gray value of dynamic

region, tisi denotes the inter-spike interval corresponding to

time t, and γ controls the contrast of reconstructed dynamic

region.

4. Experiment

4.1. Spike Dataset

To test the proposed spiking neural model, we build a

dataset including spike sequences captured by the spike

camera 1. This dataset contains eight sequences including

two categories of normal speed (Class A) and high speed

(Class B) scenarios. Each sequence is captured by the spike

camera with 40,000 Hz sampling rate. Class A contains

four sequences, of which “Office” is an indoor scene, and

“Gallery”, “Lake” and “Flower” are outdoor scenes. Class

1https://www.pkuml.org/resources/pku-spike-recon-dataset.html.
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Figure 6. The reconstruction results on Class A and B. We compared our method with TFW, TFI and TFA [28] on Class A. Since TFP

and TFA have no ability to reconstruct dynamic scenes, we only compare our methods with TFI on Class B.

Table 1. The quantitative metrics on Class A and B. (a higher value means better image quality)

Metric Method
Class A (Normal speed) Class B (High speed)

Office Gallery Lake Flower Car Train Ro1 Ro2 Mean

2-D entropy

TFW 9.12 8.68 9.45 9.22 - - - - 9.12

TFA 7.38 12.41 12.69 11.88 - - - - 11.09

TFI 10.01 9.85 10.51 10.01 10.71 11.01 10.23 9.81 10.27

Ours 10.38 12.38 12.83 12.63 10.76 10.85 11.72 11.69 11.66

OG-IQA [20]

TFW 0.5729 0.4445 0.7575 0.8959 - - - - 0.6677

TFA 0.2737 0.6707 0.8369 0.8660 - - - - 0.6618

TFI 0.5738 0.4134 0.5110 0.8523 0.8637 0.7829 0.5602 0.5305 0.6359

Ours 0.5921 0.6879 0.8379 0.8727 0.8720 0.7897 0.6009 0.8105 0.7579

B includes “Car”, “Train”, “Rotation1 (Ro1)” and “Rota-

tion2 (Ro2)”. Among them, “Car” describes a car traveling

at a speed of 100 km/h (kilometers per hour), while “Train”

records a train with 350 km/h speed. The sequence “Ro-

tation1” describes a disk with 2000 rpm (revolutions per

minute), and the sequence “Rotation2” depicts an electric

fan with 2600 rpm.

4.2. Visual Texture Reconstruction

4.2.1 Qualitative Analysis

The spiking neural model is implemented using the Brian2

neural simulator [27]. All neurons are modeled as LIF neu-

rons. The dimension of the network is designed to fit the

camera resolution of 250×400, in other words, each layer

using 100,000 neurons.

To evaluate the performance of our method, we com-

pared three methods proposed in [28], namely TFW (tex-

ture from window), TFI (texture from inter-spike interval)

and TFA (adaptive texture reconstruction). The parameters

of the three methods are set according to the default param-

eters given in original paper. Fig 6 shows the experimental

results. The results of TFW and TFI have low contrasts,

which makes it difficult to distinguish the details of the im-

age. TFA improves contrast, but some regions in the image

are too bright, which affects the overall visual effect of the

image. Our method solves the above problems. Subjective-

ly, the reconstructed image quality is better than the other

three methods.

Class B contains four high-speed motion scenes. Since

TFP and TFA have no ability to reconstruct dynamic scenes,

we only compare our method to TFI on Class B. TFI is a

method of image reconstruction based on instantaneous in-

tensity, it has the ability to reconstruct high-speed motion

because it conforms to the sampling principle of the cam-

era. However, TFI only uses the information of the current

moment, the historical information in temporal domain is

not used. Benefit from the three-layer spiking neural model,

our approach makes full use of both historical and current

information. The results show that the contrast of static re-

gion is improved, while the saliency and clarity of dynamic

region are enhanced.

4.2.2 Quantitative Analysis

In Table 1, we give a quantitative evaluation on the proposed

dataset. Two no-reference image quality assessment metric-

s, two-dimensional (2-D) entropy [18] and OG-IQA [20],

are employed into our experiment. 2-D entropy uses both

the gray value of a pixel and its local average gray value, it

measures the amount of information in the image. OG-IQA

uses perceptual image features for image quality assessment

and gives a score (the range is 0-1, 1 is the best). As shown

in Table 1, our method achieves better than other methods

in both 2-D entropy and OG-IQA metrics, this is consistent

with the results of subjective observation in Fig 6.

Quantitatively, for further evaluate the high-speed scenes

in Class B, we employ standard deviation (STD) and a no-

reference image blur metric called CPBD [22]. The result
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Figure 7. The effect of STDP. The blue line denotes the noise level estimated by [24], while the red line represents the signal-to-noise

ratio. The experiment was performed on Class A. Intuitively, when the STDP strength is 0.2, the result is the best.

Table 2. The STD and CPBD metrics on Class B.
Metric Method Car Train Ro1 Ro2 Mean

STD
TFI 53.82 60.57 22.79 31.55 42.18

Ours 58.43 66.91 37.57 47.11 52.51

CPBD

[22]

TFI 0.7797 0.9009 0.8461 0.6516 0.7946

Ours 0.7960 0.9072 0.8482 0.7958 0.8368

is shown in Table 2. The STD is related to the contrast of

the image. Generally speaking, larger standard deviation

(STD) means higher contrast. CPBD is used to measure the

motion blur. Lower CPBD values mean more blur and vice

versa. In summary, our method maintains sharpness while

maintaining a higher contrast.

To better understand the effect of STDP, we performed

an experiment on our dataset. STDP learning rule can ad-

just synaptic weight adaptively according to the input spike.

If an irregular spike is input, which is usually caused by

noise, the STDP mechanism can make its influence smaller

and achieve the purpose of denoising. In the experiment,

an image noise estimation method [24] is used, and signal-

to-noise ratio (SNR) is obtained by standard deviation and

noise. We adjust the STDP strength from 0 to 0.50, and

compare the noise and SNR of the results. As shown in Fig

7, with appropriate STDP strength (0.20 gets the highest S-

NR), the windows and buildings are clearer, and most of the

noise is eliminated.

4.3. Comparisons with other vision sensors

Fig 8 shows the comparison of spike camera, CeleX,

DAVIS240B and Huawei P30. Spike camera with the pro-

posed reconstruction method can clearly show the detail of

movement process. DVS only records the change of lumi-

nance intensity, it is very difficult to reconstruct the texture.

We use two recently published DVS reconstruction method-

s [26] and [25] to generate visual image, but the results are

unsatisfactory; while CeleX can roughly see the process of

falling pages, but the shadow is serious, the edges of fron-

t and back pages can not be clearly distinguished; Huawei

P30 rear camera can record videos with 60 FPS in default

mode, the pages and electric fan are blurred. The video re-

sults can be found in our supplementary material.

Figure 8. The reconstruction results of different vision sensors.

There are also some limitations in our method: some

mechanisms in our model (e.g. motion confidence matrix

and STDP) need a short period of previous spike data (about

15ms) to calculate the current state. If the camera itself

moves too fast, the spike train received by the neuron may

comes from different objects thus causing blur. Despite of

this, we think it does not affect the application.

5. Conclusion

In this paper, we have proposed a novel three-layer spik-

ing neural model to reconstruct visual images for spike cam-

era. We comprehensively discuss the spike distribution and

construct a probability model to describe it. Additionally,

a dynamic neuron extraction model is proposed to distin-

guish the dynamic and static neurons. A combination of

biologically plausible mechanisms in introduced to process

the continuous-time spikes. Finally, the visual image can

be reconstructed according to the state of the neuron and

the firing threshold. To test our method, we build a dataset

including normal-speed and high-speed scenes. The result-

s show that our method can reconstruct high quality visual

images in both high-speed motion and static scenes.
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