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Figure 1: NTS Multi-task Learning Model. Figure showing an overview of the NTS Multi-task Learning Model. It takes a Source Image
(IS) and a Goal Image (IG) as input and encodes them using a shared ResNet18 encoder. It first predicts whether the two images belong
to the same node or not using the Connection model. If they belong to the same node, it makes Intra-Node predictions which include the
direction and score (or equivalently) distance of the Goal Image relative to the Source Image. If they belong to different nodes, it makes
Inter-Node Predictions which include directions of explorable areas and a semantic score corresponding to each explorable area denoting
its proximity to the Goal Image.

A. NTS Multi-task Learning Model Architec-
ture and Training Details

The NTS Multi-task Learning model consists of 4 mod-
ules, a ResNet18 encoder [1], a Connection model, an
Inter-node Predictions model, and an Intra-node Predictions
model as shown in Figure 1. Given panoramic source (IS)
and goal (IG) images, each of size 128× 512, we first con-
struct nθ = 12 square patches from each panoramic im-
age. The ith patch consists of 128 × 128 image centered
at i/nθ ∗ 2π radians. These resulting patches are such that
each patch overlaps with 1/3 portion of the adjacent patch
on both sides (patches are wrapped around at the edge of
the panorama). Each of the nθ patches of both source and
target images is passed through the ResNet18 encoder to
get a patch representation of size 128. The architecture of
the ResNet18 encoder is shown in Figure 2 for RGB set-
ting. For RGBD, we pass the depth channel through sepa-
rate non-pretrained ResNet18 Conv layers, followed by 1x1
convolution to get a representation of size 512. This rep-
resentation is concatenated with the 512 size RGB repre-
sentation and passed through FC1 and FC2 to finally get the
same 128 size patch representation. We use a dropout of 0.5
in FC1 and FC2 and ReLU non-linearity between all layers.

Given 12 patch representations for source and goal im-
ages each, the connection model predicts whether the two
images belong to the same node or not. The architecture
of the Connection Model is shown in Figure 3. If the two
images belong to the same node, the Intra-Node Predictions
model predicts the direction and score (or equivalently dis-
tance) of the goal image relative to the source image. The
architecture of the Intra-Node Predictions Model is shown
in Figure 4. If the two images belong to different nodes, the
Inter-Node Predictions model predicts the explorable area
directions and the score of each direction. The architecture
of the Inter-Node Predictions Model is shown in Figure 5.
As shown in the figure, the explorable area directions are
specific to the source image patches and independent of the
goal image. We use ReLU non-linearity between all layers
in all the modules.

The whole model is trained using supervised learning
with 5 different losses. We use Cross-Entropy Loss for the
Connection and direction labels and MSE Loss for score la-
bels. We use a loss coefficient of 10 for the score labels and
a loss coefficient of 1 for the connection and direction la-
bels. We train the model jointly with all the 5 losses using
the Adam optimizer [2] with a learning rate of 5e-4. We use
a batch size of 64.
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Figure 2: ResNet18 Encoder. Figure showing the architecture of the ResNet18 Encoder.

Figure 3: Connection Model. Figure showing the architecture of the Connection Model.

Figure 4: Intra-Node Predictions Model. Figure showing the architecture of the Intra-Node Predictions Model.

Figure 5: Inter-Node Predictions Model. Figure showing the architecture of the Inter-Node Predictions Model.



B. Dataset collection and automated labeling

For training the NTS Multi-task Learning model, we
need to collect the data and different types of labels. We
randomly sample 300 points in each training scene. For
each ordered pair of images, source image (IS) and goal
image (IG), we gather the different labels as follow:

Connection label: This label denotes whether the source
and goal image belong to the same node or not. We get
this label by detecting whether the goal image location is
visible from the source image. To compute this, we take
a 5-degree patch of depth image centered at the relative
direction of the goal image from the source image. If the
maximum depth in this patch is greater than the distance to
the goal image, then the goal image belongs to the same
node as the source image and the label is 1. Intuitively,
the above checks whether the maximum depth value in the
direction of the goal image is greater than the distance to
the goal. If the maximum depth in the direction of goal
image is greater than the distance to the goal image or if
the distance to the goal image is greater than r = 3m, then
the goal image belongs to a different node and the label is 0.

Intra-node labels: If the source and goal image belong to
the same node, i.e. the above label is 1, then the intra-
node direction and score labels are directly obtained from
relative position of the goal image from the source image.
Let the relative position of the goal image be ∆p = (d, θ),
where d is the distance and θ is the angle to the goal im-
age from the source image. Intra-node direction label is
just the 360/nθ = 30 degree bin in which θ falls, i.e.
nint(θ/2π × nθ) where nint(·) is the nearest integer func-
tion. For the intra-node score label (s), we just convert the
distance d to a score between 0 and 1 using the following
function:

s = max((1− d/r), 0)

where s denotes the score, r = 3m denotes the radius of
the node, d is the distance. Note that the direction label is
discrete and the score label is continuous.

Inter-node labels: If the source and goal image do not be-
long to the same node, i.e. the connection label is 0, we
compute the inter-node labels. For computing the inter-
node direction labels, we first project the depth channel in
the panoramic source image to compute an obstacle map.
We ignore obstacles beyond r = 3m. In this obstacle
map, we take nθ = 12 points at angles i/nθ × 2π,∀i ∈
[1, 2, . . . , 12] and distance r = 3m away. For every,
i ∈ [1, 2, . . . , 12], if the shortest path distance to the cor-
responding is less than 1.05 × r, then the corresponding
inter-node direction label is 1 and otherwise 0.

Let the inter-score labels be denoted by si,∀i ∈
[1, 2, . . . , 12]. For the inter-node score label si, we find
the farthest explored and traversable point in direction i ×
(2π/nθ) in the above obstacle map. Let the shortest path
distance (geodesic distance) of the goal image from this
point be di. Then the score label is given by:

si = max((1− di/dmax), 0)

where dmax = 20m is the maximum distance above which
the score is 0.

C. Visualizations
In Figure 6, we show visualizations of an example trajec-
tory using the NTS model. The figure shows the agent ob-
servations at different time steps, the goal image, the node
locations in the trajectory and the ghost nodes.
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Figure 6: Example Trajectory Visualization. Figure showing a visualization of an example trajectory using the NTS model. (a) Starting
and goal locations at the beginning of an episode, t = 0 shown on the ground-truth map. Note that the map is not available to the NTS
model. (b) NTS model creates the first node at t = 1. Figure showing the ghost nodes and the selected ghost node. Note that the ghost
node locations are for visualization only, they are not visible or predicted by the NTS model. The model predicts only the direction of
ghost nodes. (c) The agent observation at t = 20 and trajectory till t = 20 shown on the map. (d) The NTS model creates a new node at
t = 27. (e) The ghost nodes and selected ghost nodes after creating the second node. The model correctly selects the correct ghost node
closest to the goal. Note that two ghost nodes in the direction of the second node from the first node are removed. (f) The agent reaches
the goal at t = 61 after creating 4 nodes as shown in the trajectory on the map.


