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This document supplements Sections 3 and 4 of the main
paper. In particular, it includes the following:

e Details and motivation for quality flaw interrelation in-
dex (supplements Section 3.2).

e Result of quality flaw prediction (supplements Section
4.2).

e Figures illustrating the crowdsourcing interface used
to curate our labels (supplements Section 3.1), diver-
sity of resulting unrecognizable images (supplements
Section 3.2), performance of our prediction system in
classifying unrecognizable images (supplements Sec-
tion 4.2), and performance of the prediction of the rea-
son for unanswerable questions (supplements Section
5.2).

e Clarification about baselines used for Section 4.3.

1. Quality flaw interrelation index

Details and motivation The most straightforward way
to explore the relation of two quality flaws A and B is
to look at their the co-occurrence or their joint probabil-
ity P(A,B). However, P(A, B) cannot really capture
the interrelation between quality flaws. For instance, we
cannot say that the relation between DRK and FRM is
stronger than the one between DRK and OBS simply be-
cause of P(DRK,FRM) > P(DRK,OBS). The reason
for P(DRK,FRM) > P(DRK, OBS) is actually due to
P(FRM) = 55.6% > P(OBS) = 3.6% but has nothing
to do with the interrelation of quality flaws.

Consequently, we introduce a new measure which we
call interrelation index I(A, B), which is defined as fol-

lows:
_ P(B|A) P(B|A)
I(A.B) = 5em” ~ ~pip) (1)

There are several advantages of this measure:

1. It measures causality from A to B: we can show that
if P(A) and P(B) are both greater than zero, either
P(BJ|A) > P(B) > P(BJA) or P(B|A) < P(B) <

P(B|A) holds. Therefore, if I(A, B) > 0, then the
existence of A must trigger B to happen more (i.e.,
P(B|A) > P(B)) and the inexistence of A must make
B happen less (i.e., P(B) > P(B|A)), and vice versa.

2. It measures co-occurence of A and B: We can show
that if P(B|A) > P(B) > P(B|A), then P(A|B) >
P(A) > P(A|B) (it is also true for < sign). Hence,
wehave I(A, B) > 0 < I(B,A) > 0. In other words,
if A makes B happen more often, then B must make
A happen more as well, and vice versa.

3. It avoids the aforementioned problem of using joint
probability. That is, if P(A) > P(B), itis very likely
P(A,C) > P(B,C). However, which of the values
of I(A,C) and I(B, C) is greater and how greater it is
cannot be told from P(A) > P(B).

Co-occurrence of DRK and BRT. Since the values
I(DRK,BRT) = 74 and I(BRT,DRK) = 73 are both
greater than zero, it means that the quality flaws of DRK
and BRT tend to co-occur despite their contradictory con-
cepts. Nevertheless, the examples of such images in Fig-
ure 2 explain why this phenomenon happens. The main
reason for this phenomenon is when blind people take pic-
tures in places with poor lighting, they are not aware that the
flashlights on mobile devices are turned on automatically,
and therefore pictures taken are usually of dark surround-
ings and a bright spot. Note that this phenomenon is not
captured by the joint probability of DRK and BRT, since
P(DRK,BRT) = 0.53% is an extremely small value which
does not manifest too much.

Co-occurrence of quality flaws. We exemplify the co-
occurrence of other pairs of quality flaws in Figure 3.

2. Quality flaw prediction

Performance of quality flaw classification is shown in Ta-
ble 1. We can tell that the Xception model outperforms the
random guessing baseline for each quality flaw, with respect
to precision, recall, and fl score. Furthermore, Xception



NON BLR BRT DRK OBS FRM ROT OTH
precision 729 80.1 629 585 53,6 770 726 60.0
Xception recall 79.0 80.1 49.8 573 397 824 6938 9.1
flscore 758 80.1 556 579 456 796 712 158
precision 48.6 405 49 7.2 40 550 156 00
Random guessing recall 505 403 43 6.7 4.0 543  15.7 0.0
flscore 495 404 45 7.0 40 546 156 0.0

Table 1: Performance of quality flaw prediction
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Figure 1: Unrecognizable images due to different quality
flaws.

predicts much better in NON, BLR and FRM flaws for large
portions of the dataset. On the other hand, quality flaws that
represent small portions of the dataset are prone to few-shot
learning, and so learning to predict them is harder. In the
extreme case of OTH, with it representing 0.8% of the data,
the Xception model yields very poor scores of 9.1 and 15.8
for recall and f1 score, respectively.

3. Miscellaneous

e Figure 1 illustrates the diversity of unrecognizable im-
ages that can arise from different quality flaws.

e Figure 4 shows a screen shot of the crowdsourcing in-
terface used to collect the labels for the dataset.

e Figure 5 shows the examples of unrecognizability pre-
diction by the Xception model.

e Figure 6 shows the examples of the prediction of the
reason for unanswerable questions. The prediction

model used is “TD-+sigmoid” model.

4. Section 4.3: Clarification about Baselines

The two baselines, “random flag” and “perfect flag”, use
the same number of images from the captioning-training-set
as our method for algorithm training. That count is deter-
mined by our predictor, specifically the number of images
that remain after removing all images that are deemed to
be unrecognizable. “Random flag” chooses a random sam-
ple from the captioning-training-set. “Perfect flag” chooses
images based on a ranking of images based on how many
crowdworkers flag the images as unrecognizable, with se-
lection starting from those where all five crowdworkers
agreed the image is unrecognizable.



Figure 2: Examples of images that are both too dark and too bright. Note that both recognizable and unrecognizable images
can appear here, since quality flaws do not necessarily render an image unrecognizable.
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Figure 3: Examples of the co-occurrence of all quality flaw pairs. Again we obsere both recognizable and unrecognizable
images appear since quality flaws do not necessarily render an image unrecognizable.




Hide / Show Details

Motivation: Your work will help to build smart systems that can automatically describe our visual world to people who are blind.

We ask you to: carefully review images taken by people who are blind, and then (1) describe the image as per the instructions, (2) say if there is any text in the image, and (3)
select what (if anything) is wrong with the photographic quality of the image.

PLEASE NOTE: It is possible that some images could be meaningless, inappropriate, or offensive. This is because we cannot control what pictures are taken. Kindly use your best
judgement for this task.

IMPORTANT: Please do not refresh the webpage once you have started working, as you will lose all your progress, and have to start at the beginning.

You can see this information anytime by clicking "Hide / Show Details” button above.

Instructions:
Step 0: Please review the image. You may adjust your view using the toolbar:
o Use the + and - buttons (or your mousewheel) to zoom in or zoom out.
o Click and drag on the zoomed image to pan around.
o If needed, rotate the image using the last two buttons on the toolbar.

Step 1: Please describe the image as per the given prompts.
Step 2: Please indicate whether the image contains any form of text. Partial texts should also be reported.
Step 3: Please select what are the photographic quality issue(s) in the image.

o You may select more than one issue, or the "no issues" option.

Step 1: Please describe the image in one sentence.

« Describe all parts of the image that may be important to a person who is blind.
E.g., imagine how you would describe this image on the phone to a friend.

« DO NOT speculate about what people in the image might be saying or thinking.

« DO NOT describe things that may have happened in the future or past.

« DO NOT use more than one sentence.

« If text is in the image, and is important, then you can summarize what it says.
DO NOT use all the specific phrases that you see in the image as your description of
the image.

« DO NOT describe the image quality issues. This is covered in Step 3.
If the image quality issues make it impossible to ize the visual (e.g.,
image is totally black or white), then use the following description (you can copy-
paste):

Quality issues are too severe to recognize visual content.  Copy to description

« Your description should contain at least 8 words.
Type here. Do not start the description with:
- "There is/are ..."
- "Thisis/ These are ..."

- "The/This image/picture ..."
-"ltis/ It's .."

Step 2: Is there any text in the image?

YES: The image contains text. NO: The image has no text.

Step 3: What are the quality issues in the image?

BLUR: Is the image BRIGHT: Is the image too 1 DARK: Is the image too
blurry? bright (e.g., light is directly dark (e.q., poor lighting
behind the object)? in a room)?

OBSTRUCTION: Is the

scene obscured by the FRAMING: Are parts of (1) ROTATION: Does the
photographer's finger necessary items missing image need to be rotated
over the lens, or another from the image? for proper viewing?

IE‘ unintended object?

O Any other issues: | anything else not covered above

OR

() NO ISSUES: There are no quality issues in the image.

Figure 4: Interface used to crowdsource the collection of image captions.



Figure 5: Examples of true-positives (TP), true-negatives (TN), false-positives (FP), and false-negatives (FN) in unrecog-
nizability prediction. TP: unrecognizable images predicted to be unrecognizable. TN: recognizable images predicted to be

recognizable. FP: recognizable images predicted to be unrecognizable. FN: unrecognizable images predicted to be recog-
nizable.



|

What is this product? What is in this bag? What does this label say?  What is this please?  What is the product that’s
on the counter?

For how long do | cook  What's the make and model What kind of food What is this can? What kind of perfume
this in the microwave?  of that car, and what's the is this? is this?

license plate number?

(c)

What is this card?  Hi. I won't know somebody’s  What is this thermostat What does this say? What is this?
Speaking Spanish. temperature set at?
.
What flavor is this? What is this? What's this? What s this What is the name

identification card? of this lotion?

Figure 6: Prediction of the reason for unanswerable questions. Note that each visual question pair here is unanswerable.
(a) Unanswerable questions are due to unrecognizable images and so are predictions. (b) Unanswerable questions are due
to insufficient content and so are predictions. (c) Unanswerable questions are due to insufficient content but predicted to
be due to unrecognizable images. (d) Unanswerable questions are due to unrecognizable images but predicted to be due to
insufficient content.



