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A. Adversarial Robustness Platforms

There are several public platforms for adversarial ma-
chine learning, including CleverHans [23], Foolbox [24],
ART [21], Advbox [9], etc. However, we observe that these
platforms do not totally support our evaluations in this pa-
per. First, some attacks evaluated in this paper are not in-
cluded in these platforms. There are less than 10 out of
the 15 attacks adopted in this paper that are already imple-
mented in each platform. And most of the available meth-
ods are white-box methods. Second, although these plat-
forms incorporate a few defenses, they do not use the pre-
trained models. But we use the original source codes and
pre-trained models to perform unbiased evaluations. Third,
the evaluation metrics defined by the two robustness curves
in this paper are not provided in the existing platforms.
Therefore, we develop a new adversarial robustness plat-
form to satisfy our requirements.

Another similar work to ours is DeepSec [17], which
also provides a uniform platform for adversarial robust-
ness evaluation of DL models. However, as argued in [2],
DeepSec has several flaws, including 1) it evaluates the de-
fenses by using the adversarial examples generated against
undefended models; 2) it has some incorrect implementa-
tions; 3) it evaluates the robustness of the defenses as an
average, etc. We try our best to avoid these issues in this
paper. Our work differs from DeepSec in three main as-
pects: 1) we consider complete threat models and use vari-
ous attack methods in different settings; 2) we use the orig-
inal source codes and pre-trained models provided by the
authors to prevent implementation errors; 3) we adopt two
complementary robustness curves as the fair-minded evalu-
ation metrics to present the results. We think that our evalu-
ations can truly reflect the behavior of the attack and defense
methods, and provide us with a detailed understanding of
these methods.

Our platform takes a modular implementation, which is
easily extendable. It mainly consists of five parts, including
datasets, attacks, backbone classifiers, defenses, and evalu-
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ations. Each part provides a uniform and orthogonal inter-
face, which enables ourselves and other researchers to add
new datasets, algorithms, and evaluations in a convenient
way. We will maintain the platform and benchmark in the
future.

B. Evaluation Details
In this section, we provide additional evaluation details.

Table 4 shows the network architecture of each defense
model. Below we show the details of the attack methods
as well as their parameters in our experiments. For clarity,
we only introduce the untargeted attacks.

FGSM [8] generates an untargeted adversarial example
under the `∞ norm as

xadv = x+ ε · sign(∇xJ (x, y)), (1)

where J is the cross-entropy loss. It can be extended to an
`2 attack as

xadv = x+ ε · ∇xJ (x, y)
‖∇xJ (x, y)‖2

. (2)

To get the accuracy (attack success rate) vs. perturbation
budget curves, we perform a line search followed by a bi-
nary search on ε to find its minimum value.

BIM [15] extends FGSM by iteratively taking multiple
small gradient updates as

xadvt+1 = clipx,ε
(
xadvt + α · sign(∇xJ (xadvt , y))

)
, (3)

where clipx,ε projects the adversarial example to satisfy the
`∞ constrain and α is the step size. It can also be extended
to an `2 attack similar to FGSM. For most experiments, we
set α = 0.15 · ε. To get the accuracy (attack success rate)
vs. perturbation budget curves, we also perform a binary
search on ε. For each ε during the binary search, we set the
number of iterations as 20 in white-box attacks and 10 in
transfer-based attacks.

MIM [5] integrates a momentum term into BIM as

gt+1 = µ · gt +
∇xJ (xadvt , y)

‖∇xJ (xadvt , y)‖1
; (4)



CIFAR-10 [14] ImageNet [25]
Defense Model Architecture Defense Model Architecture

Res-56 [10] ResNet-56 Inc-v3 [26] Inception v3
PGD-AT [19] Wide ResNet-34-10 Ens-AT [27] Inception v3

DeepDefense [34] 5-layer CNN ALP [12] ResNet-50
TRADES [35] Wide ResNet-34-10 FD [31] ResNet-152 with denoising layers
Convex [29] ResNet JPEG [7] Inception v3

JPEG [7] ResNet-56 Bit-Red [33] Inception v3
RSE [18] VGG R&P [30] Inception v3
ADP [22] ResNet-110 ×3 RandMix [36] Inception v3

Table 4. We show the network architecture of each defense model. Defenses based on input transformations use the baseline natural
models as the backbone classifiers. DeepDefense uses a very simple 5-layer CNN. FD modifies a ResNet-152 architecture with the
proposed denoising layers. ADP ensembles the predictions of 3 ResNet-110 models. Convex uses a ResNet model with architecture
provided in [29].

xadvt+1 = clipx,ε(x
adv
t + α · sign(gt+1)). (5)

MIM can similarly be extended to the `2 case. We set the
step size α and the number of iterations identical to those in
BIM. We set the decay factor as µ = 1.0.

DeepFool [20] is also an iterative attack method, which
generates an adversarial example on the decision boundary
of a classifier with the minimum perturbation. We set the
maximum number of iterations as 100 in DeepFool, and it
will early stop when the solution at an intermediate iteration
is already adversarial.

C&W [3] is an optimization-based attack method, which
generates an `2 adversarial example by solving

xadv =argmin
x′

{
‖x′ − x‖22

+c ·max(Z(x′)y −max
i 6=y

Z(x′)i, 0)
}
,

(6)

where Z(x′) is the logit output of the classifier and c is
a constant. This optimization problem is solved by an
Adam [13] optimizer. c is found by binary search. To get
the accuracy (attack success rate) vs. perturbation budget
curves, we optimize Eq. (6) for 100 iterations. To get the
accuracy (attack success rate) vs. attack strength curves, we
optimize Eq. (6) for 10, 20, 30, 40 iterations on CIFAR-10,
and 10, 20 iterations on ImageNet to show the results.

DIM [32] randomly resizes and pads the input, and uses
the transformed input for gradient calculation. It also adopts
the momentum technique. In our experiments, we set the
common parameters the same as those of MIM. For its own
parameters, we set the input x ∈ Rs×s×3 is first resized to
a rnd × rnd × 3 image, with rnd ∈ [0.9 ∗ s, s], and then
padded to the original size.

ZOO [4] has been proposed to optimize Eq. (6) in the
black-box manner through queries. It estimates the gradient
at each coordinate as

ĝi =
L(x+ σei, y)− L(x− σei, y)

2σ
≈ ∂L(x, y)

∂xi
, (7)

where L is the objective in Eq. (6), σ is a small constant,
and ei is the i-th unit basis vector. In our experiments, we
perform one update with ĝi at one randomly sampled coor-
dinate. We set σ = 10−4.

NES [11] and SPSA [28] adopt the update rule in Eq. (3)
for adversarial example generation. Although the true gra-
dient is unavailable, NES and SPSA give the full gradient
estimation as

ĝ =
1

q

q∑
i=1

J (x+ σui, y)− J (x− σui, y)
2σ

· ui, (8)

where we use J (x, y) = Z(x)y − maxi 6=y Z(x)i instead
of the cross-entropy loss, {ui}qi=1 are the random vec-
tors sampled from a Gaussian distribution in NES, and a
Rademacher distribution in SPSA. We set σ = 0.001 and
q = 100 in experiments.
NATTACK [16] does not estimate the gradient but

learns a Gaussian distribution centered around the input
such that a sample drawn from it is likely an adversarial
example. We set the sampling variance as 0.1, the learning
rate as 0.02, the number of samples per iteration as 100 in
NATTACK.

The decision-based black-box attacks—Boundary [1]
and Evolutionary [6] rely on heuristic search on the deci-
sion boundary. They need a starting point, which is already
adversarial, to initialize an attack. For untargeted attacks,
we sample each pixel of the initial image from a uniform
distribution. For targeted attacks, we specify the starting
point as a sample that is classified by the model as the tar-
get class. We use the default hyperparameters of these two
attacks given by their authors.

C. Full Evaluation Results

We provide the full evaluation results in this section.



Figure 13. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against untargeted white-box attacks under the `∞ norm.

Figure 14. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against targeted white-box attacks under the `∞
norm.

Figure 15. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted white-box attacks under the `∞ norm.

C.1. Full Evaluation Results on CIFAR-10

Attacks under the `∞ norm: We have shown some
of the accuracy curves of the defense models against un-
targeted attacks under the `∞ norm in Sec. 5.1. We next
show the remaining curves of untargeted attacks under the
`∞ norm, the curves of targeted attacks under the `∞ norm,
and the attack success rate curves. Fig. 13 shows the accu-
racy vs. attack strength curves of the defenses on CIFAR-
10 against untargeted white-box attacks under the `∞ norm.
Fig. 14 and Fig. 15 show the accuracy curves of the defenses
on CIFAR-10 against targeted white-box attacks under the
`∞ norm. Fig. 16 shows the accuracy vs. perturbation
budget curves of the defenses on CIFAR-10 against untar-
geted transfer-based attacks under the `∞ norm. Fig. 17
and Fig. 18 show the accuracy curves of the defenses on

CIFAR-10 against targeted transfer-based attacks under the
`∞ norm. Fig. 19 and Fig. 20 show the accuracy curves of
the defenses on CIFAR-10 against targeted score-based at-
tacks under the `∞ norm. Fig. 21 to Fig. 26 show the attack
success rate vs. perturbation budget and attack success rate
vs. attack strength curves of white-box, transfer-based, and
score-based attacks under the `∞ norm on the 8 models on
CIFAR-10.

Attacks under the `2 norm: We show the accuracy
curves of the defenses on CIFAR-10 against untargeted and
targeted white-box attacks under the `2 norm in Fig. 27,
Fig. 28, Fig. 29, and Fig. 30. We show the accuracy curves
of the defenses on CIFAR-10 against untargeted and tar-
geted transfer-based attacks under the `2 norm in Fig. 31,
Fig. 32, Fig. 33, and Fig. 34. We show the accuracy curves
of the defenses on CIFAR-10 against untargeted and tar-



Figure 16. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against untargeted transfer-based attacks under the `∞
norm.

Figure 17. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against targeted transfer-based attacks under the `∞
norm.

Figure 18. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted transfer-based attacks under the `∞
norm.

geted score-based attacks under the `2 norm in Fig. 35,
Fig. 36, Fig. 37, and Fig. 38. We show the accuracy curves
of the defenses on CIFAR-10 against untargeted and tar-
geted decision-based attacks under the `2 norm in Fig. 4,
Fig. 6, Fig. 39, and Fig. 40. Fig. 41 to Fig. 48 show the at-
tack success rate vs. perturbation budget and attack success
rate vs. attack strength curves of white-box, transfer-based,
score-based, and decision-based attacks under the `2 norm
on the 8 models on CIFAR-10.

C.2. Full Evaluation Results on ImageNet

Attacks under the `∞ norm: Similar to CIFAR-10, we
show the results of the remaining untargeted attacks, tar-
geted attacks under the `∞ norm, and the attacks success

rate curves here. Fig. 49 shows the accuracy vs. attack
strength curves of the defenses on ImageNet against un-
targeted white-box attacks under the `∞ norm. Fig. 50
and Fig. 51 show the accuracy curves of the defenses on
ImageNet against targeted white-box attacks under the `∞
norm. Fig. 52 shows the accuracy vs. attack strength curves
of the defenses on ImageNet against untargeted transfer-
based attacks under the `∞ norm. Fig. 53 and Fig. 54 show
the accuracy curves of the defenses on ImageNet against
targeted transfer-based attacks under the `∞ norm. Fig. 55
and Fig. 56 show the accuracy curves of the defenses on
ImageNet against targeted score-based attacks under the
`∞ norm. Fig. 57 to Fig. 62 show the attack success rate
vs. perturbation budget and attack success rate vs. attack



Figure 19. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against targeted score-based attacks under the `∞
norm.

Figure 20. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted score-based attacks under the `∞ norm.
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Figure 21. The attack success rate vs. perturbation budget curves of white-box attacks under the `∞ norm on the 8 models on CIFAR-10.

strength curves of white-box, transfer-based, and score-
based attacks under the `∞ norm on the 8 models on Im-
ageNet.

Attacks under the `2 norm: We show the accuracy
curves of the defenses on ImageNet against untargeted and
targeted white-box attacks under the `2 norm in Fig. 63,

Fig. 64, Fig. 65, and Fig. 66. We show the accuracy curves
of the defenses on ImageNet against untargeted and targeted
transfer-based attacks under the `2 norm in Fig. 67, Fig. 68,
Fig. 69, and Fig. 70. We show the accuracy curves of the de-
fenses on ImageNet against untargeted and targeted score-
based attacks under the `2 norm in Fig. 71, Fig. 72, Fig. 73,
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Figure 22. The attack success rate vs. attack strength curves of white-box attacks under the `∞ norm on the 8 models on CIFAR-10.
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Figure 23. The attack success rate vs. perturbation budget curves of transfer-based attacks under the `∞ norm on the 8 models on CIFAR-
10.

and Fig. 74. We show the accuracy curves of the defenses
on ImageNet against untargeted and targeted decision-based
attacks under the `2 norm in Fig. 10, Fig. 12, Fig. 75, and
Fig. 76. Fig. 77 to Fig. 84 show the attack success rate
vs. perturbation budget and attack success rate vs. attack
strength curves of white-box, transfer-based, score-based,
and decision-based attacks under the `2 norm on the 8 mod-
els on ImageNet.
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Figure 24. The attack success rate vs. attack strength curves of transfer-based attacks under the `∞ norm on the 8 models on CIFAR-10.

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

Res-56

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

PGD-AT

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

DeepDefense

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

TRADES

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

Convex

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

JPEG

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

RSE

0.00 0.05 0.10 0.15 0.20
Perturbation Budget

0.0

0.2

0.4

0.6

0.8

1.0

A
tta

ck
 S

uc
ce

ss
 R

at
e

ADP

Untargeted NES Untargeted SPSA Untargeted NATTACK Targeted NES Targeted SPSA Targeted NATTACK

Figure 25. The attack success rate vs. perturbation budget curves of score-based attacks under the `∞ norm on the 8 models on CIFAR-10.
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Figure 26. The attack success rate vs. attack strength curves of score-based attacks under the `∞ norm on the 8 models on CIFAR-10.

Figure 27. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against untargeted white-box attacks under the `2
norm.

Figure 28. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against untargeted white-box attacks under the `2 norm.
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Figure 29. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against targeted white-box attacks under the `2
norm.

Figure 30. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted white-box attacks under the `2 norm.

Figure 31. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against untargeted transfer-based attacks under the
`2 norm.

Figure 32. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against untargeted transfer-based attacks under the `2
norm.
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Figure 33. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against targeted transfer-based attacks under the `2
norm.

Figure 34. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted transfer-based attacks under the `2 norm.

Figure 35. The accuracy vs. perturbation budget curves of the 8 models on CIFAR-10 against untargeted score-based attacks under the `2
norm.

Figure 36. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against untargeted score-based attacks under the `2 norm.
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norm.

Figure 38. The accuracy vs. attack strength curves of the 8 models on CIFAR-10 against targeted score-based attacks under the `2 norm.
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norm.
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Figure 41. The attack success rate vs. perturbation budget curves of white-box attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 42. The attack success rate vs. attack strength curves of white-box attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 43. The attack success rate vs. perturbation budget curves of transfer-based attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 44. The attack success rate vs. attack strength curves of transfer-based attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 45. The attack success rate vs. perturbation budget curves of score-based attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 46. The attack success rate vs. attack strength curves of score-based attacks under the `2 norm on the 8 models on CIFAR-10.
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Figure 47. The attack success rate vs. perturbation budget curves of decision-based attacks under the `2 norm on the 8 models on CIFAR-
10.
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Figure 48. The attack success rate vs. attack strength curves of decision-based attacks under the `2 norm on the 8 models on CIFAR-10.



Figure 49. The accuracy vs. attack strength curves of the 8 models on ImageNet against untargeted white-box attacks under the `∞ norm.

Figure 50. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted white-box attacks under the `∞
norm.

Figure 51. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted white-box attacks under the `∞ norm.

Figure 52. The accuracy vs. attack strength curves of the 8 models on ImageNet against untargeted transfer-based attacks under the `∞
norm.



Figure 53. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted transfer-based attacks under the `∞
norm.

Figure 54. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted transfer-based attacks under the `∞ norm.

Figure 55. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted score-based attacks under the `∞
norm.

Figure 56. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted score-based attacks under the `∞ norm.
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Figure 57. The attack success rate vs. perturbation budget curves of white-box attacks under the `∞ norm on the 8 models on ImageNet.
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Figure 58. The attack success rate vs. attack strength curves of white-box attacks under the `∞ norm on the 8 models on ImageNet.
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Figure 59. The attack success rate vs. perturbation budget curves of transfer-based attacks under the `∞ norm on the 8 models on
ImageNet.
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Figure 60. The attack success rate vs. attack strength curves of transfer-based attacks under the `∞ norm on the 8 models on ImageNet.
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Figure 61. The attack success rate vs. perturbation budget curves of score-based attacks under the `∞ norm on the 8 models on ImageNet.
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Figure 62. The attack success rate vs. attack strength curves of score-based attacks under the `∞ norm on the 8 models on ImageNet.



Figure 63. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against untargeted white-box attacks under the `2
norm.

Figure 64. The accuracy vs. attack strength curves of the 8 models on ImageNet against untargeted white-box attacks under the `2 norm.

Figure 65. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted white-box attacks under the `2 norm.

Figure 66. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted white-box attacks under the `2 norm.



Figure 67. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against untargeted transfer-based attacks under the
`2 norm.

Figure 68. The accuracy vs. attack strength curves of the 8 models on ImageNet against untargeted transfer-based attacks under the `2
norm.

Figure 69. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted transfer-based attacks under the `2
norm.

Figure 70. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted transfer-based attacks under the `2 norm.



Figure 71. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against untargeted score-based attacks under the `2
norm.

Figure 72. The accuracy vs. attack strength curves of the 8 models on ImageNet against untargeted score-based attacks under the `2 norm.

Figure 73. The accuracy vs. perturbation budget curves of the 8 models on ImageNet against targeted score-based attacks under the `2
norm.

Figure 74. The accuracy vs. attack strength curves of the 8 models on ImageNet against targeted score-based attacks under the `2 norm.



Figure 75. The accuracy vs. perturbation budget curves of the 8
models on ImageNet against targeted decision-based attacks under
the `2 norm.

Figure 76. The accuracy vs. attack strength curves of the 8 models
on ImageNet against targeted decision-based attacks under the `2
norm.
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Figure 77. The attack success rate vs. perturbation budget curves of white-box attacks under the `2 norm on the 8 models on ImageNet.
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Figure 78. The attack success rate vs. attack strength curves of white-box attacks under the `2 norm on the 8 models on ImageNet.
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Figure 79. The attack success rate vs. perturbation budget curves of transfer-based attacks under the `2 norm on the 8 models on ImageNet.
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Figure 80. The attack success rate vs. attack strength curves of transfer-based attacks under the `2 norm on the 8 models on ImageNet.
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Figure 81. The attack success rate vs. perturbation budget curves of score-based attacks under the `2 norm on the 8 models on ImageNet.
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Figure 82. The attack success rate vs. attack strength curves of score-based attacks under the `2 norm on the 8 models on ImageNet.
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Figure 83. The attack success rate vs. perturbation budget curves of decision-based attacks under the `2 norm on the 8 models on ImageNet.
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Figure 84. The attack success rate vs. attack strength curves of decision-based attacks under the `2 norm on the 8 models on ImageNet.


