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In this supplementary material, we first introduce the network architecture details for reproduction and better understand-
ing. Then we would like to discuss the videos contained in the package, for demonstrating the results on real videos. Finally,
we will show more visual comparisons with our method’s variants (i.e. ablation studies) and state-of-the-art algorithms. The
source code and more video examples are available on https://github.com/CM-BF/FeatureFlow.

1. Network Architectures
1.1. Feature extractor

We adopt modified Resnet50 [3] as our feature extractor where the network structure is shown as Table 1.

Input Output Kernel size Ic Oc Stride padding Norm layer activation Output size

in - rgbs - - 4 - - - - H ×W
rgbs mid 7× 7 4 64 2 3 BatchNorm ReLu H/2×W/2
mid ft0 3× 3 - - 2 1 - - H/4×W/4

resnet50.layer1 [3] ft0 ft1 - 64 256 - - - - H/4×W/4
resnet50.layer2 [3] ft1 ft2 - 256 512 - - - - H/8×W/8

Table 1: Architecture of feature extractor. Ic: input channels, Oc: output channels. Please refer [3] for resnet50.layer1 and
resnet50.layer2.

1.2. Multi-Flow Predictor (MFP)

The input of MFP is the concatenating results of two frames features, so the number of input channels is 1024. The
network can be described as Table 2 where RB is Residual Block.

Then we can obtain the result flows:
Flow0→t, F low1→t = C1(out), (1)

where C1 is the inverse operation of concatenation along dimension 1 (depth dimension).

* indicates equal contribution



Input Output Kernel size Ic Oc Stride padding Norm layer activation Output size

in mid 3× 3 1024 512 1 1 BatchNorm LeakyReLu H/8×W/8
5 RBs with BN mid mid2 - 512 512 - - BatchNorm LeakyReLu H/8×W/8
3 RBs w/o BN mid2 mid3 - 512 512 - - - LeakyReLu H/8×W/8

Conv2d mid3 out 3× 3 512 576 1 1 - - H/8×W/8

Table 2: Architecture of MFP. Note that the number of output channels of Conv2d can be calculated as 2× 2× 16 (semantic
groups) ×32 (deformable kernel size) = 576.

1.3. Multi-Attention Predictor (MAP)

We can calculate the attention maps as following equation:

A0, A1 = C1(S(mix map(Cat1(Emb(in0),Emb(in1))))), (2)

where S is sigmoid function, and Cat1 is concatenation along depth dimension. Emb is a convolution network: kernel size
= 3× 3, the number of input/output channels = 512; padding = 1. mix map is shown in Table 3

Input Output Kernel size Ic Oc Stride padding Norm layer activation Output size

Conv2d1 in mid 3× 3 1024 512 1 1 - LeakyReLu H/8×W/8
3 RBs w/o BN mid mid2 - 512 512 - - - LeakyReLu H/8×W/8

Conv2d2 mid2 out 3× 3 512 32 1 1 - - H/8×W/8

Table 3: Architecture of mix map. Note that the number of output channels of Conv2d2 can be calculated as 2 × 16
(semantic groups) = 32.

1.4. Global Generator

We adopt 9 RBs, 3 transposed convolutions and one more convolution as the Global Generator which is shown in Table 4.

Input Output Kernel size Ic Oc Stride padding Norm layer activation Output size

9 RBs w/o BN in mid - 512 512 - - - ReLu H/8×W/8
ConvTranspose2d1 mid mid2 3× 3 512 256 2 1 - ReLu H/4×W/4
ConvTranspose2d2 mid2 mid3 3× 3 256 128 2 1 - ReLu H/2×W/2
ConvTranspose2d3 mid3 mid4 3× 3 128 64 2 1 - ReLu H ×W

Conv2d1 mid4 out 7× 7 64 4 1 3 - Tanh H ×W

Table 4: Architecture of Global Generator.

1.5. Frame Texture Compensator (FTC)

Please refer to EDVR architecture [5] for the basic structure. In FTC, we set different hyperparameters: 5 RBs in Shallow
Feature Extractor, 8 deformable groups for PCD module with Pre-Deblur module, 3 frames for TSA module, and 20 RBs for
Texture Generator. Texture Generator is modified from the Reconstruction module where after RBs, we delete the upsampling
and pixel shuffle operations, instead, we plus the residual to the reference frames directly after 2 convolutions with 1 ReLu
activation function.

2. Real Videos Exhibition
We provide videos on https://github.com/CM-BF/FeatureFlow.



3. Visual Comparisons
3.1. Structure-to-Texture

We show two groups of Ĩs1t and Ĩs2t in Figure 1 to explain the results of the two stages.

Figure 1: Visualization of two stage results.

3.2. Edge Generation

In Figure 2, the edge images generated by Global Generator protect the edge information from lost and give the stage-I
result cutting edges for further matching.

Figure 2: Visualization of edge images generation.



3.3. Ablation Study

In Figure 3, we show a visual comparison between SeFlow-None and SeFlow-Full where the lack of edge information
causes blur edge in SeFlow-None-ref (the stage-I result) which is hard to compensate in the stage-II.

Figure 3: The comparison between SeFlow-None and SeFlow-Full (denoted as SeFlow). This figure includes their two-
stage results (*-Ref is the stage-I result).

3.4. Comparisons with State-of-the-arts

We further display more visual compared examples on Vimeo90K test set to show our high-quality performance against
all the compared algorithms [4, 2, 1].



Figure 4: Our method generate high quality results in rotated motion cases.



Figure 5: SeFlow is mastered at producing accurate edges and high-quality textures.



Figure 6: Note that all of the other methods generate one more toe.



Figure 7: Our algorithm shows its effectiveness in tackling boundary occlusion.



Figure 8: Our results contain less blurriness than other algorithms.



Figure 9: Our method’s ”Snowy” does not get distorted by background motion.



Figure 10: Our method shows its advantage on boundary prediction.
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