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In this supplementary material, we list the search space and
corresponding sub search spaces for detector trinity in de-
tails, and we show the qualitative results of our Hit-Detector
compared with other state-of-the-art methods.

1. Search Space

The whole search space consists of N = 32 different op-
eration candidates in our experimental setting. We list the
candidates bellow:

e irk3.dlel e irk3.dle3 e irk3.dle6
e irk3d2el e irk3.d2e3 e irk3.d2e6
e irk3.d3el e irk3.d3e3 e irk3.d3e6
o irk5dlel e irk5dle3 e irk5dle6
o irk5d2el e irk5d2e3 e irk5d2e6
e irk5d3el e irk5d3e3 e irk5d3e6
e irk7.dlel e irk7.dl_e6

e sep_k3._dl e sep_k3.d2 e sep_k3.d3
e sep k5.dl e sep_k5.d2 e sep.k5.d3
e conv.k3.dl e convk3d2 e convk3.d3
e conv.k5dl e convk5d2 e convk5.d3

where “ir”, “sep” and “conv” indicates the inverted residual
block, separable block and convolution block, respectively,
“k” indicates the kernel size, “d” indicates the dilation rate,
“e” indicates the expansion rate of inverted residual block.

2. Sub search space

In our experiments, we set N, = N,, = N = 8, and we
list the top-8 operation candidates for backbone:

o irk3.dle3 e irk3.dle6 e irk3.d2e3
o irk5.dle3 e irk5.dle3 e irk5.d2.e6
e irk5.d3.e6 e irk7.dl_e6

*Corresponding author.

The top-8 operation candidates for neck:

e conv.k3.d3 e convk5.dl e irk3.d2el
o irk5dle3 e sepk3.dl e sep_k3.d3
e sep k5.d2 e sep.k5.d3

The top-8 operation candidates for head:

e irk3.dle3 e irk3.dle6 e irk3.d2_e6
e irk5.dle3 e irk5.dle6 e irk7.dl_e6
e conv.k3.dl e conv_k5.dl

3. Qualitative results

We show the qualitative results of our Hit-Detector. We ran-
domly sample some images from the COCO minival and
show detection results with confidence bigger than 0.5. First
column is the results of FPN [3], second column is the re-
sults of NAS-FPN [2] implemented by ourselves, third col-
umn is the results of DetNAS [1], and the fourth column is
the results of our Hit-Detector. Different box colors indicate
different object categories.
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