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GT S(.794, .675, .851) S(.772, .698, .904) S(.771, .623, .809) FN(.665, .362, .544) FN(.800, .340, .425) FN(.818, .357, .437) Neg(.763, .372, .487)

GT S(.764, .713, .933) S(.817, .744, .911) S(.826, .744, .900) FN(.680, .354, .520) FN(.679, .523, .771) FN(.780, .548, .703) Neg(.705, .466, .661)

GT S(0.568, 0.549, 0.967) S(0.562, 0.593, 1.056) S(0.578, 0.538, 0.931) FN(0.661, 0.495, 0.749) FN(0.832, 0.428, 0.515) FN(0.902, 0.253, 0.281) Neg(0.765, 0.477, 0.624)

GT S(0.568, 0.596, 1.048) S(0.577, 0.616, 1.067) S(0.558, 0.625, 1.118) FN(0.495, 0.482, 0.975) FN(0.667, 0.458, 0.687) FN(0.536, 0.273, 0.510) Neg(.763, .372, .487)

Figure 1. The qualitative comparison between S-AUC and FN-AUC. The top two rows are from the Toronto dataset and the
bottom two rows are from the SALICON dataset. Annotation denotes (β, γ, γ/β).

Image Prediction Fixation FN-Negative
Figure 2. From top to bottom(S-AUC, FN-AUC),

1.(0.583, 0.767), 2.(0.598, 0.797), 3.(0.651,
0.853) 4.(0.551, 0.333), 5.(0.626, 0.409).

1. Supplementary Material
Figures 1. and 2. are supplementary to Figures 7. and

9. in the paper respectively. As discussed in lines 538-554
in the paper, FN-AUC will reduce to S-AUC if K = N ,
N = 119 for Toronto. We show the qualitative effect of
the choice of K in Figure 3, the negative set of FN-AUC
becomes similar to S-AUC as more neighbors used. For a
clear comparison to S-AUC, we set K = 5 for the experi-
ment in the paper.
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Figure 3. Qualitative examples from Toronto using
different numbers of neighbors to sample the negative
set.
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